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Abstract
Background: The Overhauser magnetometer based on dynamic nuclear polarization

(DNP) effect is a high-precision device for weak magnetic field measurement. The

Larmor precession of excited protons around the geomagnetic field can generate a free

induction decay (FID) signal. The strength of the magnetic field can be obtained by

measuring the frequency of this signal. However, with the advances in the exploration

technology, there is a need for the Overhauser magnetometer to have higher accuracy

and higher sensitivity.

Methods: The goal of this work is trying to research on an improved Overhauser mag-

netometer with higher accuracy and sensitivity. Our approach is characterized by four

key components: 1) the noise model of FID signal is established and different types of

noises are investigated. Moreover, the measurement error has been analyzed and the

measurement accuracies effected by different signal to noise ratios (SNRs) are deter-

mined; 2) a multi-channel frequency measurement algorithm is developed to improve

the accuracy of the measured magnetic fields in a broader dynamic range and in a noisier

environment; 3) a secondary tuning algorithm based on singular value decomposition

(SVD) and shot time Fourier transform (STFT) is designed, which cannot only im-

prove the accuracy of the sensor’s tuning but also shorten the time of tuning process; 4)

numerous laboratory and field tests on the developed prototype including noise level,

frequency measurement accuracy, magnetic field measurement accuracy, geomagnetic

observation and ferromagnetic target localization compared with one of the commer-

cially available Overhauser magnetometers in the world market are conducted.

Results: The relationship between the total noise model of FID signal and the error

of frequency measurement is formulated in a quantitative way. The simulation results

show that when the SNR reached up to 10 dB, the improvement of accuracy is not obvi-

ous while in the field tests, the SNR is about 30 dB. As a whole, the trend of the simula-

tion and the field test results are approximately consistent. The absolute error measured

by the proposed frequency measurement algorithm is about 7.75 times smaller than that

measured by the original method with a single channel. In addition, the sensitivity is

reduced to 0.036 nT, which is improved by 11.4 times. The proposed tuning algorithm

has higher accuracy and higher speed than the current commonly used methods, peak

detection and auto-correlation, even in the interferential environment. It makes up for



the insufficiency of the existing tuning methods by improving the magnetometer’s abil-

ity to adapt to the environment, thereby solving the detuning phenomenon in the process

of measurement. The longtime geomagnetic observational data recorded by the proto-

type and a commercial Overhauser magnetometer confirm that, the proposed device has

a mean square error (a little larger than 0.3 nT) that is close to one for the commercial

magnetometer (no more than 0.3 nT). Furthermore, the prototype shows a strong ability

in magnetic anomaly detection and localization. The integrative structure is adopted,

which can ensure the convenience and reliability of operation in the field.

Keywords: Optimization of Overhauser magnetometer, free induction decay signal,

noise modeling, secondary tuning, multi-channel frequency measurement.
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Chapter 1

Introduction

1.1 Background

Continuous observations of the geomagnetic are carried out with the characteristic times

spanning from seconds to decades at magnetic observations [1]. Likewise, the natural el-

ements such as ore, iron, etc., which have different magnetic properties, will lead to the

magnetic field anomalies [2]. A proton precession magnetometer is used to measure a

slowly varying or constant weak magnetic field. It is the oldest instrument in the his-

tory of quantum weak magnetic measurement instruments [3], and has been one of the

most widely used geomagnetic survey instruments for more than half a century due to

its easy operation and superior stability [4]. A certain excitation condition is adopted to

keep the proton in the solution of the sensor alive, and the proton’s Larmor precession

around the geomagnetic field can generate a free induction decay (FID) signal in the

sensor after turning off the excitation condition [5]. Because the FID signal frequency is

proportional to the strength of the magnetic field, the value of the magnetic field can be

obtained by measuring the frequency of the FID signal after being amplified, filtered,

and wave-shaped [6]. According to the different principles of excitation, proton preces-

sion magnetometers are divided into two types: ordinary proton magnetometers and

Overhauser magnetometers. They are widely used in space exploration [7], near-surface

exploration [8], ocean exploration [9], military technology [10] and more [11–13]. The Over-

hauser magnetometer can be regarded as an improved proton magnetometer based on

the principle of dynamic nuclear polarization (DNP) effect. This type of magnetome-

ters have the advantages of low power consumption, high accuracy, high sensitivity, etc.
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The resolution of an ordinary proton magnetometer is 0.1 nT and the accuracy is 1.0 nT,

while that of an Overhauser magnetometer are 0.01 nT and 0.1 nT, respectively. How-

ever, with the advances in the exploration technology, there is a need for the Overhauser

magnetometer to have higher accuracy and higher sensitivity [14,15].

1.2 Related Work

The proton precession magnetometer belongs to a branch of the atomic magnetometer

as shown in Figure 1-1. According to different principles, the atomic magnetometers

mainly consist of nuclear precession magnetometer and optical pumping magnetome-

ter. The proton precession magnetometer has the advantages such as power consump-

tion, high sensitivity, simple operation and superior stability. The optically pumped

magnetometer has the advantages of high sensitivity and fast response, whereas it is

of the drawbacks such as large power consumption, complex apparatus (light source

and lens system), need of preheating, and heading error [16–18], hence it is not advis-

able for a portable instrument. Whereas the nuclear precession magnetometer could

meet the requirements of high precision, small size, low power consumption for field

magnetic prospecting. Furthermore, the proton magnetometer and Overhauser magne-

tometer both belong to the nuclear precession magnetometer.

Figure 1-1: The branches of atomic magnetometer.
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In 1954, M.Packard and R.Varian first invented the proton precession magnetome-

ter [19,20]. This kind of magnetometer adopt discontinuous measurement, the sensitivity

was 0.1 nT and the accuracy was 1 nT. It had advantages including high sensitivity,

high precision, easy operation, stable and durable performance. However, there were

also various limitations such as long period, high power consumption, etc. It was grad-

ually replaced by the Overhauser magnetometer.

The Overhauser effect was first discovered by A.W.Overhauser in 1953 [21], while

Slichter gave the first demonstration. Afterwards, Abragam further investigated the

Overhauser effect in nonmetals and paramagnetic liquids [22]. Furthermore, several re-

searchers have developed the magnetometers based on the Overhauser effect. Duret et

al. designed an Overhauser magnetometer based on the self-oscillating method for the

Oersted satellite [23–25]. The magnetometer is still operational; however, its design was

not described in great detail. This self-oscillating structure is composed of two flasks,

which contain a pair of solvents, and requires an additional feedback circuit to feed the

proton precession signal back to the coils to produce the continuous polarization field;

hence, the major advantage over this method is great speed in following magnetic field

changes. This may require a more complex design, a larger volume and higher power

consumption. Using a brief diagram, Sapunov [26] and Hrvoic [27,28] simply introduced

the differences between the proton magnetometer and the Overhauser magnetometer,

and preliminarily analyzed the absolute and random errors, thermal effects and cali-

bration. However, the design of the Overhauser magnetometer was not mentioned. In

the early 1960s, A. Abragam and I. Solomon applied patents for the manufacture of

magnetometers using Overhauser effect [29]. In the 1980s, France, Canada and Russia

developed the Overhauser magnetometers in succession and applied them to the sur-

face, ocean and satellite [30–32]. The Oersted satellite launched by Denmark in 1999 [33],

the CHAMP satellite launched by Germany in 2000 [34] even the helicopter and anti-

submarine aircraft were all equipped with the Overhauser magnetometer developed by

Atomic Energy Commission of French. To date, numerous commercial Overhauser

magnetometers have been invented. The POS series [5] developed by the Russia Quan-

tum lab and GSM-19 series [35] developed by Canada GEM company have already been

commercialized, which are leading the way in the research of Overhauser magnetome-

ter. There are lots of literature report the geomagnetic observatories that constructed

3
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by the instruments from the both series. However, the contents are all about their tech-

nology application and data analysis, few of them report the related tutorials on how

to develop the device. However, with the advances in the exploration technology, the

performance of Overhauser magnetometer could not meet the requirements of some

applications.

To sum up, although there are some commercial Overhauser magnetometers, few

published papers and patents involve any detailed design [37,38].

Since 2000, domestic (refer to China) research in the area of instruments for weak

magnetic detection has made great achievements, especially some research institutions

and manufacturers have developed ordinary proton magnetometers such as CZM-4,

WCZ-3, etc. [39,40], while there were no reports about the Overhauser magnetometer.

To date, China has no commercial Overhauser magnetometer products, and the number

of theoretical and technical literature is too little due to the foreign technology embargo.

In addition, the development of an Overhauser magnetometer involves numerous spe-

cialized fields so that it is difficult to make a core technology research from the principle.

Dong and Tan developed a prototype of Overhauser magnetometer [41] and applied

for a patent on it [42]. A gradiometer based on Overhauser effect was proposed in [43] and

the detection technology of near-surface unexploded ordnance (UXO) using it was pre-

sented in [44]. Furthermore, the simulation research on an RF circuit for excitation [45],

the development of a JOM-1 model Overhauser magnetometer [46], the noise charac-

teristics research of the sensor [47] and other related studies [48–50] were proposed and

well accepted. However, due to some of the key technologies cannot be grasped, the

measurement accuracy is relatively low so that the domestic use of Overhauser magne-

tometers all rely on imports currently.

1.3 Existed Problem

Generally, an Overhauser magnetometer always needs a radio frequency (RF) excita-

tion to obtain the Larmor precession signal [21]. The excitation system is one of the

critical factors that determine the quality of sensing signal. For the excitation solution

in the sensor, the nitroxide free radical usually acts as the main sample, which con-

tains hydrogen, electron and nitrogen are commonly used due to its stable chemical

4
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property [51]. Related research only considers the energy transfer between hydrogen and

electrons [43,46,52,53]. The sensor implements the double resonance of the unpaired elec-

tron spin system and the hydrogen proton spin system to obtain the FID signal. How-

ever, the energy transfer is incomplete. Since nitrogen is relatively close to electrons

and can be polarized in the same frequency, the nitrogen should not be ignored [54].

Recently, the development of a high-precision Overhauser magnetometer has at-

tracted many researchers’ attention. Current worldwide research has reported that there

still exist the following problems.

∙ Due to the fast decay of FID signal, the effective time is less than one second,

especially when there exist magnetic field anomalies. Hence, how to extract the

center frequency of FID signal effectively and accurately in a short time still

remains a problem to be overcome.

∙ Basically, the accuracy of frequency measurement will increase with the SNR

of the FID signal. However, such relationship has not been well identified and

should be further investigated.

∙ The frequency measurement time is limited due to the fast decay of FID signal,

so how to reach a higher accuracy of frequency measurement in a short time is

also a problem to be overcome.

1.4 Organization of the Thesis

Writing a thesis about the critical techniques for an improved Overhauser magnetome-

ter including different architectures, algorithms, mathematical modules is not an straight

forward task. I tried to make the reader familiar with the sufficient background when-

ever needed. Thinking about design an Overhauser magnetometer without a background

in electrical & instrumentation, DNP theory and to some extent the optimization, is

rather impossible.

Starting with a brief introduction to the proton precession magnetometer and its

applications in different areas. A complete discussion and overview about the related

work in domestic and foreign is taken place in chapter 1.
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In chapter 2, the basic concepts of Overhauser nuclear effect and Larmor precession

signal are introduced, respectively, focused mainly on a conceptual understanding of

the whole DNP procedure and the corresponding derivation process.

In chapter 3, the design and development of the improved Overhauser magnetometer

are discussed briefly. An alternative design of a geomagnetic sensor with differential

dual-coil structure is proposed. In addition, a test apparatus for measuring the critical

parameters of this sensor is developed. The signal acquisition and processing system

including the polarization unit and signal conditioning unit are presented. Furthermore,

the theoretical calculation of the sensor and preamplifier noise is implemented.

In chapter 4, the first objective of this section is to establish different types of noise

models for the FID signal, which are further applied to evaluate the influence of noise

on the FID signal quality. Simulation is first conducted to identify how the measurement

accuracy effected by different SNRs. Moreover, the error for the frequency measure-

ment of the FID signal has been analyzed and the measurement accuracy for the SNR

of the amplified FID signal is determined. The second objective is to develop a multi-

channel frequency measurement algorithm to improve the accuracy of the measured

magnetic fields in a broader dynamic range and in a noisier environment. The third

objective is to propose a secondary tuning algorithm based on singular value decompo-

sition (SVD) and shot time Fourier transform (STFT), which cannot only improve the

accuracy of the sensor’s tuning but also shorten the time of tuning process.

In chapter 5, numerous laboratory and field tests on the proposed prototype includ-

ing noise level, frequency measurement accuracy, magnetic field measurement accu-

racy, geomagnetic observation in 24 h and ferromagnetic target localization compared

with one of the commercially available Overhauser magnetometers in the world market

are conducted. A specific discussion and expectation about the Overhauser magnetome-

ter is taken place in chapter 6.

Multiple sources and references (more than 100 references) have been used, this

provides readers with different possible approaches which makes the comparisons more

sensible. For instance, in the case of frequency measurement algorithm in chapter 4,

several existing and proposed methods for FID signal are discussed, or in the case of

tuning algorithm, both philosophical-historical background and practical point of view

are considered.
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Chapter 2

Theory

In this chapter, the basic concepts of Overhauser nuclear effect and Larmor precession

signal are introduced, respectively, focused mainly on a conceptual understanding of

the whole optimized dynamic nuclear polarization (DNP) procedure.

2.1 Dynamic Nuclear Polarization

The DNP effect was first discovered by Overhauser in 1953 [21]. Slichter et al. gave the

first demonstration of the DNP effect. Afterwards, Abragam et al. further investigated

the DNP effect in nonmetals and paramagnetic liquids [22]. At present, the DNP effect

is widely used in nuclear magnetic resonance (NMR) experiments, with a view toward

being applied in medicine and chemistry.

According to the basic theory of NMR and quantum, in the motion of spin, the

magnetic moment of electron and nucleus spins are not continuous but quantized [24],

and taking the proton as example, there are only two energy levels (assume them are E1

and E2 respectively) of the proton magnetic moment µp, and the energy gap is:

∆E = E2 −E1 (2.1)

where, γ is the proton gyromagnetic ratio, which is a constant and only has relationship

with the charge and the mass of the proton, h is the Planck constant. When the proton

is put into a external magnetic field B0, a torque µp×B0 is produced, which causes that

the proton acts as a gyroscope rotating with Larmor precession around B0. Where the

7
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Larmor angular frequency of the proton is ω , according to Bloch equation there is [21]:

ωp = γpB0 (2.2)

where, ωp is the angular frequency of proton. Based on this equation above, ωp is

proportional to B0, and only by measuring ωp could the value of B0 be obtained.

When the external magnetic field is weak, due to the thermal motion of lattices,

the proton magnetic moments drift off the external magnetic field and distribute ran-

domly, which makes the macro proton magnetic moment Mp is very weak in thermal

equilibrium, hence it is very arduous to receive the FID signal directly. At present, the

continuous wave and pre-polarization method are usually used to realize the enhance-

ment of the macro moment, which could strengthen the FID signal.

The continuous wave method is shown in Figure 2-1a, according to the NMR the-

ory, when a radio frequency (RF) alternating field is imposed on the direction which is

perpendicular to B0 at a frequency fr, and the RF field obey the following equation:

∆E = h fr (2.3)

In this case, the RF field could saturate the proton spin relaxation between two levels,

hence the initial phase of proton spin changes from random distribution to be in the

same direction, which implies the enhancement of Mp. In the Larmor precession, Mp

cut a receiving coil periodically to change the magnetic flux of coil, then an induced

electromotive force is generated in the receiving coil, accordingly the FID signal is

extracted. Subsequently, the magnetic field measurement could be realized through the

detection circuit and cymometer.

Since the energy splitting is rather small in the magnetic field of which intensity is

below about 50 mT, when the continuous wave method measures the weak geomagnetic

field, the SNR of the FID signal is very low, which leads to low magnetic sensitivity,

hence it is not suitable for weak geomagnetic field measurement but could be used to

measure the strong magnetic field.

Aiming at the insufficient of the continuous wave method, the pre-polarization method

is ordinarily tried to further enhance the FID signal [55]. As shown in Figure 2-1b, the

axis of the polarizing coil is perpendicular to the external magnetic field B0, when charg-

8
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(a) Continuous wave (b) Pre-polarization

Figure 2-1: The commonly used methods for macro moment enhancement.

ing a strong direct current (DC) into the coil, a transverse polarization magnetic field

H is generated, which is several hundred times larger than B0, and then the proton spin

transition is produced. Accordingly, the proton magnetic moments, which present ran-

dom permutation, change from drifting off B0 to arranging along the magnetic field Hp

which consists of H and B0. For the proton spin only has two energy levels, at this

moment the phases of the proton magnetic moments keep consistent, thus a new macro

moment Mp is established after several seconds of the DC polarization. If the H is

suddenly withdrawn, which means DC is suddenly disconnected, after that the proton

magnetic moments will soon lose their phase consistency and come back to the direc-

tion of B0, at the same time Mp would spin around B0 at the Larmor frequency, likewise

the FID signal could be induced by the receiving coil.

Compared with the continuous wave method, the pre-polarization method could im-

prove the magnetic sensitivity of the sensor to a certain extent, however, due to the low

gyromagnetic ratio of the proton, it is very arduous for this method to implement high-

precision measurement for weak geomagnetic field. Moreover, the sensor needs several

seconds (1 ∼ 3 seconds) for pre-polarization before magnetic field measurement, which

obviously increases power consumption, and the FID signal is exponentially decaying,

in fact that effective frequency measurement time is only about 500 ms, therefore the

continuous measurement could not be implemented. In allusion to the low sensitivity

of the pre-polarization and continuous wave methods, the DNP effect could be utilized

to solve this problem.

The achievement paths of the DNP effect include four distinct mechanisms [56]: the

solid effect, which has limited experimental use; the Overhauser effect, which is the
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only one that has an appreciable effect for liquids; and the cross effect/thermal mixing,

which is the predominant effect for contemporary solid-state and dissolution DNP. Ac-

cording to [21], the transverse relaxation time determines the interval available for the

measurements of the frequency of the FID signal. In liquids, the transverse relaxation

time may reach several seconds, whereas in solids, the transverse relaxation time is

only milliseconds. Therefore, in this thesis, we focus on DNP in liquid free radicals and

present only a summary of the Overhauser effect.

Figure 2-2: Four-level energy diagram for an electron spin S = 1/2 coupled to a 1H proton spin
I = 1/2.

As shown in Figure 2-2, the Overhauser effect for two spins (an electron spin S =

1/2 and 1H proton spin I = 1/2) is typically described by a four-level diagram. Here,

p is the electron spin relaxation rate, w1 is the proton spin relaxation rate, w2 is the

double quantum relaxation rate and w0 is the zero quantum relaxation rate. The basic

theory of the Overhauser enhancement is as follows: an RF alternating field that angular

frequency is ωe saturates the electron spin relaxation, which creates a non-equilibrium

population distribution of the electron spins. The electron-proton cross-relaxation then

transfers the electron spin polarization from the electron spin to the proton spin. A

non-equilibrium proton spin polarization is thereby achieved, implying that the proton

magnetization is also enhanced [57–59]. According to the above analyses, the sample

in the Overhauser sensor must simultaneously maintain a stable electron-proton spin

system. Typically, an organic solvent rich in protons and a free radical are used to

provide stable proton and electron spin systems, respectively

10
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The enhancement of the proton polarization E is defined as [51]:

E =
⟨Iz⟩
⟨I0⟩

≈ 1−ρ f s
γe

γp
(2.4)

where ⟨Iz⟩ is the expectation value of the DNP, ⟨I0⟩ is its thermal equilibrium value [60],

γe is the proton gyromagnetic ratio and γe is the electron gyromagnetic ratio. The sat-

uration factor s is the degree of saturation of electron spin resonance (ESR), and varies

from 0 to 1, depending on the power of the applied RF electromagnetic field [56]. In

equation 2.4, ρ can be written as:

ρ =
w2 −w0

w2 +2w1 +w0
(2.5)

and f is:

f = 1− T1

T ′
1

(2.6)

where, T1 is the longitudinal relaxation time of the solvent in the presence of the free

radical, while T ′
1 is that in the absence of the free radical. The coupling factor ρ is

understood as the ratio of the electron-proton spin cross-relaxation rate (w2 - w0) and

the proton spin relaxation rate due to the electrons (w2 + 2w1 + w0) [58]. ρ expresses

the efficiency of coupling between the electron and proton spins and ranges from - 1

(pure scalar coupling) to 0.5 (pure dipolar coupling) [61]. For free radicals dissolved in

solution, the coupling of the electron spins to solvent protons can be either scalar or

dipolar [62], and hence, ρ can be safely assumed to be one.

The leakage factor f relates to the electron’s ability to relax the proton spin and can

be expressed in terms of the longitudinal relaxation times T1 and T ′
1 of the solvent in the

presence and absence of the free radical, respectively. A leakage factor of one implies

that all relaxations of the protons are caused by electrons, whereas a leakage factor of

zero occurs when all relaxations of the protons are through other sources [56]. Ideally,

smax = 1 and fmax = 1 can be safely assumed; therefore, there is [61]:

Emax = 1+ γe/γp ≈ 660 (2.7)

In other words, the amplitude of the FID signal can in theory be increased by 660 times.

However, the theoretical increase Emax cannot be achieved for several reasons, one being
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that other paths of relaxation are present.

To sum up, through the above theoretical analysis of the DNP effect, it could draw

the following conclusions:

1) Compared with the pre-polarization and continuous wave methods, the DNP ef-

fect could greatly improve the proton polarization and macro proton magnetic moment,

which provides a technology approach to improve the amplitude of the FID signal and

overcome the disadvantages of the optically pumped sensor at the same time.

2) The prerequisite of the DNP effect is that the sensor must contain the sample

which consists of electron spins and proton spins at the same time.

2.2 Larmor Precession Signal

The proton system in the sensor solution of proton precession magnetometer, whose

magnetization component in the direction of the geomagnetic field is referred to as the

longitudinal component of magnetization. When an external transverse component of

magnetization Mx is applied, the initial phase of protons will be densely distributed in

a certain direction. Once the external factor is removed, the protons’ phase will tend

to random distribution. In this process, the transverse component of magnetization Mx

will undergo an exponential decay, which is called spin-spin relaxation. And the time it

takes Mx to decay to the initial value of 1/e times is defined as the transverse relaxation

time T2 mentioned before, as shown in Figure 2-3.

Figure 2-3: Curve of the transverse component of magnetization decay after polarization. Ini-
tially, the value of the transverse component of magnetization is Mx, and the time it takes it to
decay to Mx/e is called the transverse relaxation time.
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The amplitude of a FID signal generated by Larmor precession effect can be written

as [21]:

ε(t) = µnAMω0 sin2
θ × e−t/T2 sinω0t (2.8)

where µ is the permeability, M is the magnetic intensity of a proton and ω0 is the angular

frequency. A is the cross sectional area and n is the number of turns of the receiving coil,

respectively. θ represents the angle between the axis of coil and the external magnetic

field, and T2 is the transverse relaxation time, which is usually less than 1 s. Figure 2-4

shows the FID signal waveform. It can be seen that the FID signal is a sinusoidal wave

with an exponential decay of the magnitude and the frequency remains unchanged.
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Figure 2-4: A sample FID signal.

According to equation 5.2, the relationship between the frequency f0 and the mag-

netic field strength B0 can be written as:

B0 = 23.4874× f0 (2.9)

From equation 2.9, we can see that f0 is proportional to B0. Basically, the geomagnetic

field is in the range from 20000 nT to 100000 nT and the frequency of FID signal

is in the range from 850 Hz to 4300 Hz. In general, the FID signal is a sinusoidal

wave at micro volt level with considerable noises, which introduce the challenge to

measurement.
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Chapter 3

Design of the Improved Overhauser

Magnetometer

The basic framework of the improved Overhauser magnetometer is shown in Figure

3-1. The main functional blocks consist of sensor, polarization unit, signal condition-

ing system, frequency meter and controller. The sensor is consisted of high frequency

Figure 3-1: Scheme of the improved Overhauser magnetometer.

excitation coil, low frequency coil and free radical solution rich of hydrogen proton.

The polarization unit, including RF and DC pulse generator, is used to polarize the

free radical solution and produce transverse magnetic moment, respectively. The signal

conditioning system is used to tune, amplify, filter and reshape the initial FID signal.
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The field programmable gate array (FPGA) is used as frequency meter to measure the

frequency, while the micro controller unit (MCU) works as the controller that controls

the whole systems.

3.1 The Sensor

Generally, in a classical proton precession sensor, the proton polarization and the de-

flection into the plane of precession for the enhanced proton magnetization are achieved

simultaneously [67]. By contrast, for the Overhauser sensor, the DNP effect can further

enhance the proton polarization. Figure 3-2 shows the scheme of the Overhauser sen-

sor based on the DNP effect is designed with a polarization coil, a sample (proton-rich

organic solvent and free radical) and a pick-up coil.

Figure 3-2: Scheme of the Overhauser geomagnetic sensor.

Figure 3-3 shows the enhancement and deflection of the proton magnetization in

the sensor. As shown in Figure 3-3a and 3-3b, the sensor realizes the DNP effect using

an alternating field generated by an RF oscillator and polarization coil, and pick-up

coil, respectively; thereby, the proton magnetization M along the external magnetic

field B0 is enhanced. Next, as shown in Figure 3-3c, after full proton polarization, the

RF oscillator are both switched off, and a 90o narrow pulse (the width is only dozens of

milliseconds) is injected into the pick-up coil to generate a DC deflection field H, which

deflects the enhanced proton magnetization into the plane of precession and establishes

a new proton magnetization Mp. As shown in Figure 3-3d, after disconnecting the

pulser, as with the classic proton precession sensor, Mp would rotate around the external

magnetic field B0 and restore to the state as shown in Figure 3-3a. In the back haul, an
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FID signal is induced in the pick-up coil, whose mathematical expression is given in

equation 2.8.

(a) Initial state (b) Enhancement (c) Deflection (d) Rotation

Figure 3-3: Enhancement and deflection of proton magnetization.

3.1.1 Free Radical Solution

The free radical usually contains unpaired electrons, and the magnetic moments of spin

electrons do not completely cancel, hence it is paramagnetic. In consequence, the free

radical usually acts as the main carrier for free electron, wherein the nitroxide free rad-

ical is commonly used due to its stable chemical property. The nitroxide free radical

could be divided into four categories [69]: (1) piperidine nitroxides, (2) pyrrolidine ni-

troxides, (3) oxazolidine nitroxides, (4) proxyl nitroxides, where (1) ∼ (3) above are

widely used. The chemical constitution of the representative nitroxide free radicals are

shown in Figure 3-4, where the right half is 3-Carboxy-PROXYL, and the left half is

the chemical constitution of 4-Oxo-TEMPO. Considering the stability requirement for

the geomagnetic sensor, most of Overhauser magnetometers’ sensors select the 4-Oxo-

TEMPO (piperidine nitroxide) as the free radical currently.
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Figure 3-4: Chemical constitution of representative nitroxide free radicals.

Essentially, the of the polarization of free radical solution is to enable the nuclear

to be polarized by exciting the unpaired electrons. Accordingly the sensor realizes the
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double resonance of unpaired electron spin system in 4-Oxo-TEMPO and the proton

spin system in dimethyl ether. According to the principle of electron paramagnetic

resonance (EPR), the relationship between the resonance frequency of free electron

paramagnetic and external magnetic field can be written as:

fp ≈ 28.025 ·B (3.1)

where fp is the polarization frequency (unit: GHz), and B is magnetic field strength

(unit: T). The free radical molecules can be seen as an electronic system, and the or-

ganic solvent itself contains a large number of protons, which can be seen as a proton

system. Therefore, there are two systems include electron and proton in the solution,

which can meet the double resonance condition at the same time. If one puts the so-

lution in a stable magnetic field, and adopts a radio frequency (RF) electromagnetic

wave directly irradiates it, when the frequency meets the EPR condition of free radi-

cal unpaired electrons, the double resonance is occurred, which called dynamic nuclear

polarization (DNP).

The unpaired electrons of 4-Oxo-TEMPO are in the nuclear magnetic field that is

produced by nitrogen-atoms, whose value is about 2.1 mT. According to equation 3.1,

we can derive that the resonance of unpaired electrons is about 60 MHz. In other words,

by utilizing a 60 MHz alternating field, the free radical solution can realize the double

resonance. For the free electrons, without the nitrogen nuclear field, the frequency

of RF field must change with geomagnetic field. As the magnetic field acting on the

unpaired electrons in 4-Oxo-TEMPO is about 100 times more than that acting on the

free electrons, which could greatly increase the DNP factor. Theoretically, the DNP

factor of the free electron is 330, by striking contrast, that of the unpaired electron in

4-Oxo-TEMPO could reach up to 10000 [57].

The polarization of unpaired electrons is essentially the transition of energy level [69].

Figure 3-5 shows the energy level diagram of 4-Oxo-TEMPO, from which we can ob-

serve that, without the external magnetic field, the energy splitting of the unpaired elec-

trons will also happen, namely zero-field splitting, while when the external magnetic

field is applied, the hyperfine energy splitting will happen. There are four energy levels:

|1⟩, |2⟩, |3⟩, and |4⟩. When an RF electromagnetic wave irradiates the solution, if the

unpaired electrons transit from |1⟩ to |2⟩, the positive DNP will happen, and the value
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Figure 3-5: Diagram of energy level transition.

of DNP factor is positive. If they transit from |1⟩ to |4⟩, the negative DNP will happen,

and the value of DNP factor is negative. Therefore, DNF will be generated under the

condition that, if a constant magnetic field is acting on the free radical solution, as the B

being the magnetic field strength in Figure 3-5a, and an RF electromagnetic wave with

enough power and variable frequency irradiates the solution. When the frequency value

is f1, the solution generates positive DNP, while if continue increasing the frequency

value to f1 + f2, the negative DNP will happen, as is shown in Figure 3-5b. Through

differential structure, the signal superposition can be realized, and the SNR is increased,

thereby improving the measurement accuracy.

3.1.2 Design of Anti-Interference

The original electromotive force of Larmor precession signal received by the sensor is

only a few microvolts [46]. Hence, the sensor can easily disturbed by a variety of noises

when measured in the outdoor, such as external electromagnetic interference (EMI)

sources and man-made noise. Indeed, the signal can be swamped seriously. Therefore,

the anti-interference capability is a critically parameter for the sensor to function.

A differential dual-coil structure [24,25] consisting of two series-opposing coils is ap-

plied as shown in Figure 3-6a, which can eliminate the external interference, thereby

enhance the common-mode rejection ratio of the sensor effectively. Basically, the ex-

ternal EMI can be assumed to be uniformly distributed as the size of sensor is small.

According to the principle of Faraday and Lenz, the electromotive forces of V1 and V2

induced in the two coils are equal while the directions are opposite. Hence, the induced
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(a) Interferences counteraction. (b) Receiving FID signal.

Figure 3-6: The anti-interference structure of the differential dual-coil.

total electromotive force Vn of the external EMI is canceled out as Vn =V1+(−V2)≈ 0.

According to the work flow of the Overhauser gradiometer mentioned before, during

the polarization, there is a DC current through into the two coils. Meanwhile, two op-

posing induced magnetic fields B1 and B2 are generated. Due to the series-opposing

structure, the directions of the two induced electromotive forces V 1
′ and V 2

′ are the

same and their values are the same. Therefore, the total electromotive force Vp of the

Larmor precession signal is Vp =V ′
1+V ′

2 ≈ 2V ′
1. Based on these, the Larmor precession

signal received by the entire sensor can be written as:

V =Vn +Vp ≈Vp ≈ 2V ′
1 (3.2)

Consequently, this differential structure cannot only suppress the external EMI that im-

plies enhance the anti-interference capability of the sensor, but also improve the original

electromotive force of Larmor precession signal.

To sum up, the completed composition of the sensor based on the structure of dif-

ferential dual-coil is shown in Figure 3-7. The two series-opposing receiving coils were

wound around the two grooves of the coil skeleton, and the inductance of was about

34 mH. The resonant cavity composited by multitude silver foils was inserted in the

cavity of the sensor to induce the Larmor precession signal effectively. The dewar that

full of sample wrapped by this resonant cavity were installed in the skeleton of receiv-

ing dual-coil together. As the energy of the resonant cavity was mainly concentrated
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Figure 3-7: Composition of the sensor.

in the cavity, the silver foil was directly installed on the surface of the dewar to fully

polarize the free radical. The conductive silver paste was used for further enhancing the

shielding effectiveness [67]. In addition, three adjustable capacitors were placed at the

interface of the resonant cavity to adjust the resonance frequency. Through the inter-

face, the RF and DC signal from the instrument were applied to the resonant cavity and

the receiving coil, respectively. Both of the polarization signals could be split automat-

ically by an LC filter. Further information about the sensor production can be found in

literature [51].

3.1.3 Design of Testing System for Sensor Parameters

Basically, the measurement accuracy of Overhauser magnetometer is determined by

the quality of Larmor precession signal. Moreover, the signal’s quality is determined

by the polarization frequency accuracy of the free radical solution. As mentioned be-

fore, Overhauser magnetometer’s sensor mostly uses the nitrogen oxygen free radical

compound solution (refer to 4-Oxo-TEMPO in this thesis), while different solvents or

concentrations may lead to different polarization frequencies and bandwidths, and the

polarization degree is correlated to the polarization power and time. Only when free

radical solution is fully polarized, the Larmor precession signal with higher SNR can

be obtained [70]. Therefore, measuring the polarization frequency of the free radical

solution accurately is very important, as well as the quality factor of the sensor. Gen-

erally, according to the component and composition ratio of free radical solution, some

researchers adopted large instrument and equipment, measuring the polarization fre-
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quency based on physical [12,71] and chemical means [10,72]. The operations are relatively

complex, and there are relatively few papers researching on the theoretical design and

simulation of sensor and the composition ratio of free radical solution. Tan proposed

an Overhauser magnetometer excitation and receiving system, which can measure the

polarization frequency accurately and conveniently [41]. However, the measurement res-

olution and bandwidth cannot meet the nowadays’ increasing needs of accuracy.

Figure 3-8: The proposed test apparatus.

Aimed to solve these problems, according to the principle of free radical solution

polarization, a test apparatus for measuring the critical parameters (e.g., polarization

frequency and quality factor) of Overhauser magnetometer’s sensor was developed as

shown in Figure 3-8. This apparatus can generate a stable Radio Frequency (RF) signal

in the range of 50 MHz ∼ 100 MHz, providing adequate test bandwidth for free radi-

cal solution with different components, with the resolution being 1 Hz. Moreover, the

Analog to Digital Converter (ADC) synchronous acquisition technology and the nor-

malized processing algorithm are adopted, so that the measured data can be saved in

synchronously, and uploaded to personal computer (PC) for subsequent analysis.

Overall Hardware Structure

The hardware structure of the proposed apparatus is shown in Figure 3-9. The ap-

paratus consists of master control system, controllable RF signal source, weak signal

amplification circuit, and high frequency peak detector. There are two operating modes:

frequency measurement and assistant measurement, which are switched by relays "K"

and "S". The frequency measurement mode is used to measure polarization frequency
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of different free radical solutions, while the assistant measurement mode is used to

identify the measurement results.

Figure 3-9: Hardware structure of the proposed test apparatus.

Controllable RF Signal Source

The apparatus has two operating modes: frequency measurement mode and assistant

measurement mode. When it works in frequency measurement mode, a swept RF signal

is adopted to the sensor. However, because of the electrical characteristics, as the fre-

quency increasing, the amplitude would be decreased. In order to ensure the effective-

ness of the polarization signal in high frequency band, the signal need to be amplified.

In assistant measurement mode, based on the test result of the frequency measurement

mode, a swept RF signal need to be adopted to polarize the sensor, to make the free

radical solution occur DNP. As a result, the signal need to be power amplified. Based

on this, we designed a controllable RF signal system, as is shown in Figure 3-10.

Figure 3-10: Controllable RF signal source.

The direct digital synthesizer (DDS) can generate stable sine wave signal in fre-

quency range from 50 MHz to 100 MHz, and the step frequency is adjustable, which

can meet the measuring requirement of Overhauser magnetometer’s sensor (generally,
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the polarization frequency is around 60 MHz). Because the signal output of DDS con-

tains higher harmonics, a third order ellipse low pass filter is adopted [43,73], and the

amplitude of filtered signal is about 0.5 Vpp. The relay "J" is used to switch two mea-

surement modes. Due to the high frequency, an ordinary amplifier cannot meet the

frequency requirement. A high speed current operational amplifier is adopted to solve

this problem. Through test, the amplitude of amplified signal RF is about 2 Vpp. The

power amplifier adopts the RF NMOS tube. Through test, the maximum output power

of the amplified signal power RF is about 2 W, which meets the effective polarization

power requirement of free radical solution in sensor.

In polarization frequency measurement mode, the working process of the apparatus

is as follows:

Step 1: Switch "K" in Figure 3-9 to "2", disconnect "S", and switch "J" in Figure

3-10 to "1".

Step 2: Control the signal source to generate RF signal, the frequency range is f1 ∼

f2, and step frequency is ∆ f .

Step 3: Synchronous sampling two channels’ signal amplitude of peak detection,

which respectively uses the sensor and the 50 Ω resistor ("R" in Figure 3-9) as load.

Moreover, a RC low band filter is adopted at the output of peak detector, which can

further suppress the noise and improve the effectiveness of data.

Step 4: Set the frequency value of RF signal as f1 + ∆ f , and repeat the Step 1, 2, 3.

The working sequence of this mode is shown in Figure 3-11.

Figure 3-11: Working sequence of polarization frequency measurement mode.

In the assistant measurement mode, the working process of the apparatus are as

follows:

Step 1: Switch "K" in Figure 3-9 to "1", connect "S", and switch "J" in Figure 3-10
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to "2".

Step 2: Control the RF signal source generate high frequency power signal to polar-

ize the sensor, according to the polarization frequency test result f0, set the frequency

range as ( f0-2MHz) ∼ ( f0+2MHz), and step frequency is ∆ f .

Step 3: Switch off the power RF signal, adopt a DC narrow pulse to the sensor.

Step 4: Switch "K" in Figure 3-9 to "3", switch off DC, then the FID signal will

generate in the receiving coil of sensor. Adopt ADC sample the amplitude of signal,

which has been amplified and peak detected.

Step 5: Set the frequency value of RF power signal as f0 - 2MHz + ∆ f , and repeat

the Step 1, 2, 3, 4. The working sequence of this mode is shown in Figure 3-12.

Figure 3-12: Working sequence of assistant measurement mode.

Normalization Processing

Due to the electrical properties of electronic device, the amplitude-frequency charac-

teristic curve is not completely flat in the range of 50 MHz ∼ 100 MHz [41]. Aiming

at solving this problem, we add an acquisition channel as reference. The normalized

results can be obtained by calculating the ratio of two channels’ data, which reflect the

sensor’s parameters effectively. Therefore, when the apparatus is in operation, sampling

two channels’ signal synchronously. The first channel adopts 50 Ω resistor as load and

the measurement data called "data1", while the second channel adopts sensor as load

and the measurement data called "data2". Then, "data2" is divided by "data1" to get the

normalized data. In order to test and verify the feasibility of this method, we input an

RF signal directly to the apparatus’s test interface ("K" and GND in Figure 3-9). The

sensor was replaced by using a resistor which has the similar impedance (about 50 Ω)

as sensor. This means two test channels are both using pure resistance as load. The fol-
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lowing steps of polarization frequency measurement mode were tested, and the results

are shown in Figure 3-13.

Figure 3-13: The normalized processing results.

From Figure 3-13, we observe that if the frequency of RF signal increases, the

peak value will decrease, and this has a relationship with the load and the electrical

properties of peak detector, which cannot be completely consistent. However, according

to the normalized results, the obtained curve is approximately linear and smooth, which

effectively solved the problem that apparatus’s amplitude-frequency characteristic curve

cannot be completely flat in 50 MHz ∼ 100 MHz.

Sensor Parametric Test

According to Figure 3-7, the equivalent circuit of resonant cavity can be expressed as

shown in Figure 3-14.

Figure 3-14: Equivalent circuit.

Figure 3-15a shows the simulation results of the equivalent circuit. We observe that

the resonance frequency and the quality factor can be changed by adjusting C1 and C2.

Based on the simulation results, we developed a circuit as is shown in Figure 3-14, set
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the proposed apparatus work in frequency measurement mode, sweep frequency range

is 5 MHz ∼ 100 MHz and step frequency is 0.5 MHz. Connect the test interface to

the input and GND of circuit, respectively, test following the steps as shown in Figure

3-11, and the results are shown in Figure 3-15b. We observe that the resonance fre-

quency is about 55 MHZ and 65 MHZ under different parameter conditions, and the

curve’s overall trend is almost the same as simulation results. The difference between

the bandwidth and the gain is caused by the electric parameters of devices themselves.

Therefore, when designing a resonant cavity, in order to make sure that the resonance

frequency is equal to the polarization frequency of the sample, the adjustable capaci-

tors need to be fine-tuned repeatedly. This apparatus is then used to measure resonance

frequency in every condition, and this is another significance why we develop this test

apparatus.

(a) Simulation.

(b) Practical.

Figure 3-15: Simulation and actual test results for equivalent circuit.
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Through the simulation experiments and theoretical analyses above, we adopted a

commercial Overhauser magnetometer’s sensor (polarization frequency: 60.7 MHz) as

test object. In order to ensure the effectiveness of test results, the sensor’s orientation

is remained unchanged, and the polarization power and time are also constant. Figure

3-16a shows the test results of different adjustable capacitors in the sensor. We can ob-

serve that the polarization frequency measured by the proposed apparatus is about 60.7

MHz, which is consistent with the sensor’s own polarization frequency. If the value

of the adjustable capacitor changes, the resonance frequency and quality factor will be

changed. Therefore, if it is not well-adjusted, the polarizability of free radical solu-

tion will not be complete, thereby the quality of FID signal generated in the receiving

coil is poor. Therefore, when designing the resonant cavity of a sensor, the apparatus

should be adopted to repeatedly measure whether the resonance frequency is equal to

the polarization frequency of free radical solution.

To further verify the experimental results above, we switched the apparatus to assis-

tant measurement mode. The polarization frequency range is 59 MHz ∼ 62 MHz, and

the step frequency is 0.02 MHz. The results are shown in Figure 3-16b. The free radical

solution in the sensor can be fully polarized by an RF power signal, in which frequency

is about 60.7 MHz. In other words, the amplitude of FID signal is the maximum at

this moment. The bandwidth is about 0.2 MHz, which is consistent with the result of

Figure 3-16a. Therefore, using this apparatus can measure the polarization frequency

and bandwidth accurately, so the validity and the necessity of this apparatus is verified.

Figure 3-17a shows the relationship between the output FID signal peak value and

the polarization time (polarization frequency: 60.7 MHz). We observe that 1) when

the peak value of RF signal is constant, if the polarization time increases, the output

FID signal value will increase exponentially. However, if the polarization time is more

than 4 s, the peak value has no significant increase; 2) when the polarization time is

unchanged, if the polarization power (the RF signal peak value) increases, the output

FID signal value will increase. Thus, it can be seen that this apparatus can also be

adopted in the research for the relationship between the polarization time and power.

Figure 3-17b shows the relationship between the output FID signal peak value and

the polarization power (polarization time: 2 s). We can observe that when the polariza-
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(a) Test with different parameters.

(b) Peak value vs. polarization frequency.

Figure 3-16: The resonant cavity test results and its identification.

tion time is constant, if the polarization power increases, the peak value of output FID

signal will increase exponentially. However, if the polarization power is more than 1.5

W, the peak value has no significant increase. This indicates that the output FID sig-

nal’s quality is related to the polarization power, which provides reference for designing

Overhauser magnetometer.

In summary, the amplitude of output FID signal is directly depending on the po-

larization power: the greater the power, the greater the amplitude. When the power

increases to a certain degree, the amplitude will be close to saturation. This is due to the

physical properties of free radical solution in the sensor. According to the mentioned

above, when an RF signal with special frequency is adopted to free radical solution, the

electron spin resonance (ESR) will happen, thus promotes proton spin polarization, and

causes energy level transition. The amplitude of FID signal fundamentally depends on
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(a) Output FID peak value vs. time.

(b) Output FID peak value vs. power.

Figure 3-17: Sensing signal characteristics test.

the number of protons that generate energy level transition. The more number of acti-

vated protons, the greater the amplitude of FID signal. Due to the fact that the volume of

free radical solution in the tested sensor is constant, the number of protons is constant.

Therefore, when the polarization power increases, the number of activated protons will

increase, thereby increasing the amplitude of FID signal. When the polarization power

is high enough, all the protons have been activated, then the amplitude of FID signal

remains unchanged.

3.2 The Signal Acquisition and Processing System

The signal acquisition and processing system consists of two parts: digital and analog.

The digital module mainly including an micro controller unit (MCU) and an field pro-
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grammable gate array (FPGA), which can be used to control relays, measure frequency,

communicate with associated peripherals and transmit data. The analog module con-

sists of polarization unit and signal conditioning unit. Figure 3-18 shows the overall

framework of the signal polarization and acquisition system.

RF DC FID

Figure 3-18: Framework of the polarization and signal acquisition system.

3.2.1 Polarization Unit

According to the principle of DNP, the RF polarization signal is the critical factor that

determines the energy transformation degree from unpaired electrons to protons. The

Miller oscillator and three-point capacitance oscillator circuits are commonly used in

current Overhauser magnetometers [46,74] as the RF signal generator. Both oscillators

depend on the properties of inductor. However, due to the instrument works for a long

time, the ambient temperature of the inductor will increases, which leads to the value

shift and the decrease of stability. To solve this, a kind of high-precision, high stability

and programmable silicon oscillator called LTC6605 was adopted in this gradiometer.

It requires only a single resistor to set the output frequency from 17MHz to 170MHz

with a typical frequency error of 0.5 % or less [75], while the polarization frequency of

the free radical solution adopted in the sensor is about 60.7 MHz. Meanwhile, as the

RF signal will interfere the entire system, which leads to the error of magnetic field

measurement. A shielding shell was used to suppress the interference. Figure 3-19

shows the practical RF polarization signal. The Vpp can reach up to 60 V and has the

characteristic of a distortion degree of the signal is small, the frequency extension is

stable etc.
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Figure 3-19: Practical RF polarization signal.

3.2.2 Signal Conditioning Unit

In general, the original FID signal is very weak, the particular voltage is about a few mi-

crovolts [76], and the signal is so small that it can easily be disturbed by noise. According

to the coil parameters of the sensor and the quality factor of the resonance circuit, after

running some tests, in the range of the geomagnetic field, the actual voltage value of the

resonant FID signal is 2 ∼ 30 µV [77]. In order to obtain a higher SNR of the FID signal

to measure the frequency of signal accurately, the gain of amplifier should reach several

hundred thousand, even more one million [78]. However, the SNR of high gain amplifier

is sensitive, hence the signal need apply the multilevel filter which can decrease the

noise.

Figure 3-20: The structure of signal conditioning system.

Figure 3-20 shows the structure of signal conditioning system, which consists of

resonant circuit, amplifier, narrow band filter and comparator. In order to get a higher

SNR of original signal, a resonant circuit is used before the amplifier. Since the to-

tal noise level of the system mainly depends on the noise figure of the preamplifier.

Then a N-channel JFET with noise figure less than 0.5 dB is used as the preamplifier.

Meanwhile, metal film resistors are primarily used throughout the circuit to reduce the
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additional of Johnson noise [48]. The narrow-band filter is an important part of the sig-

nal conditioning circuit since it decrease the system bandwidth and improve the output

SNR. Part of the band-pass is defined by the resonant circuit at the front. However,

the noise of amplifiers is added subsequent to signal conditioning circuit. Hence, it is

necessary to have an additional narrow-band filter later. The final amplifier is used to

further amplify the filtered signal to make sure that its amplitude can reach up to the

threshold of the comparator. In addition, a shielding shell is adopted to the tuner and

the preamplifier to further eliminate the external electromagnetic interference. Thereby

improving the SNR of the obtained FID signal. In the acquisition procedure, the am-

plified FID signal is shaped into square and measured by a cymometer. Overall, the

role of the multilevel amplifier is to amplify the weak larmor precession signal, and the

amplification factor is in the scope of 99 dB ∼ 113 dB as shown in Figure 3-21. The

narrow-band filter attenuates the harmonics interferences effectively, and the SNR of

FID signal is increased. The hysteresis compactor which threshold value is changed

with the input signal is adopted, transforming the input sine wave signal into the square

signal.

Figure 3-21: The amplitude-frequency response property of the system.

3.2.3 Theoretical Calculation of the Sensor and Preamplifier Noise

The noise degree of the system directly affects the frequency measurement accuracy.

Furthermore, the total noise level mainly depends on the noise figure of the preamplifier.

In this case, the noise refers to the noise floor of the system, the background noise and
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man-made noise are not taken into account. Due to the sensor and preamplifier are the

critical source of the noise, we set up the equivalent circuit with various noise sources

of the sensor and the preamplifier as shown in Figure 3-22.

Figure 3-22: The noise model of the sensor and amplifier.

Basiclly, the output signal of the sensor through the amplifier via the shielded cable,

which can generate the induced noise of the inductance and that of the shielded cable.

Due to both of them are dependent on the external electromagnetic environment, they

cannot be calculated theoretical. However, we can adopt several measures to make the

induced noise as small as possible, such as the electromagnetic shielding of the sensor,

the single-point grounding of the signal line, etc. Regardless of the induced noise, the

noise of the output signal of a sensor and circuits can be quantitatively calculated. There

are three main noise sources: the thermal noise Enr generated by the inductance resis-

tance R of the sensor, current noise Eni generated by the input current in of the amplifier

through the inductance resistance R of the sensor, and voltage noise Env generated by

the amplifier [79]. Therefore, the total voltage noise En is:

En =
√

E2
nr +E2

ni +E2
nv (3.3)

In the sensor circuit, the thermal noise Enr of the inductance resistance R can be written

as:

Enr =
√

4KT R (3.4)

where, K is the Boltzmann constant and T is the absolute temperature. If the closed-loop

gain of the preamplifier is G, the contribution of thermal noise Enr at the preamplifier
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output is:

Enro = Enr
1/ jωC

jωL+R+1/ jωC
·G (3.5)

where, C is the tuning capacitor. The contribution of voltage noise Env at the preampli-

fier output is:

Envo = Env ·G (3.6)

and that of current noise Eni is:

Enio = in[( jωL+R)||(1/ jωC)] ·G (3.7)

thus, equation 3.5 can be simplified as:

E2
nro = E2

nr|
1/ jωC

jωL+R+1/ jωC
|2 ·G2

= E2
nr

1
(1−ω2LC)2 +ω2C2R2 ·G

2
(3.8)

and equation 3.7 can be simplified as:

E2
nio = i2n|[( jωL+R)||(1/ jωC)]|2 ·G2

= i2n
R2 +ω2L2

(1−ω2LC)2 +ω2C2R2 ·G
2

(3.9)

Therefore, equation 3.3 can be written as:

E2
n = E2

nr +E2
ni +E2

nv

=
E2

nr +E2
nv[(1−ω2LC)2 +ω2C2R2]+ i2n(R

2 +ω2L2)

(1−ω2LC)2 +ω2C2R2 ·G2
(3.10)

where, ω = 1/(LC)1/2. According to the parameters of the sensor (L = 34 mH, R =

19 Ω), we set the frequency as 2100 Hz, then C can be calculated as 167 nF refer to

equation 4.27. For convenience to analysis the noise characteristics of the sensor, the

total parameters calculated in this thesis are shown in Table 3.1.

The representation of the noise level at the preamplifier output allows a direct com-

parison of contribution of each noise source. We calculate each noise contribution at

preamplifier output and the overall noise is also obtained as shown in Figure 3-23.

As shown in Figure 3-23, the contribution of the preamplifier voltage noise Env is
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Table 3.1: The total parameters of the sensor and preamplifier.

Inductance of detection coil L (mH) 34
Resistance of detection coil r (Ω) 19
Gain of preamplifier G 50
Tuning capacitor C (nF) 167
Resonance frequency of circuit f0 (Hz) 2100
Voltage noise produced by preamplifier Env (nV · Hz−1/2) 1.4
Current noise produced by preamplifier in (pA · Hz−1/2) 0.2
Boltzmann constant K (J/T) 1.38 × 10−23

Kelvin Temperature T (K) 300

Figure 3-23: Calculated result of preamplifier output noise.

a considerable part at the overall noise frequency range. The contribution of the de-

tection coil thermal noise Enr will acquire maximum value at the resonant frequency

and decrease progressively away from the resonant frequency. Impact of the pream-

plifier current noise in can be neglected for low current noise level of JFET. Although

the matched resistance is much large than the coil resistance, it has little impact on the

overall noise. In general, the contribution of the detection coil thermal noise Enr is main

part around the resonant frequency and the preamplifier voltage noise Env is the main

contributor when away from resonant frequency. The overall preamplifier output noise

En is mainly decided by the preamplifier voltage noise Env and the detection coil ther-

mal noise Enr. The results indicate that the noise power spectral density of En shows a

band-limited white noise characteristic. The maximum value of the noise power spec-

tral density appears at the resonant frequency.
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Chapter 4

Improved Analog & Digital Signal

Processing Algorithm

The first objective of this section is to establish different types of noise models for the

FID signal, which are further applied to evaluate the influence of noise on the FID

signal quality. Simulation is first conducted to identify how the measurement accuracy

effected by different SNRs. Moreover, the error for the frequency measurement of

the FID signal has been analyzed and the measurement accuracy for the SNR of the

amplified FID signal is determined. The second objective is to develop a multi-channel

frequency measurement algorithm to improve the accuracy of the measured magnetic

fields in a broader dynamic range and in a noisier environment. The third objective is to

propose a a secondary tuning algorithm based on singular value decomposition (SVD)

and shot time Fourier transform (STFT), which cannot only improve the accuracy of

the sensor’s tuning but also shorten the time of tuning process.

4.1 Background Noise Modeling

Noise, by definition, is any variation in the measurement not caused by actual variations

in the external magnetic field. Source of noise in the magnetometer include quantum

shot noise, excess noise from the electronics, eddy currents and other technical noise

sources form the sensor. Recently, improving the magnetic field measurement accuracy

has attracted much research effort. Due to the exponential decay characteristic of FID

signal [46], the extraction of high SNR signal within limited time in a noisy background
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is important for the measurement. Previous work is mainly focused on signal extrac-

tion and noise cancellation [80,81]. For theoretical simulation, the correlation adaptive

filtering [82] and signal processing techniques like Gabor expansion [83] and Prony [84]

were developed and well accepted. Wang [85] proposed a matrix mathematical model

constructed by FID signal by combining with frequency division multiplexing (FDM).

The results showed that the matrix mathematical model construction based on FDM

could meet the requirements from a practical application. However, these methods are

still in the stage of simulation, the performance needs to be validated. In a practi-

cal scenario, Denisov [14] proposed a linear regression method, which can widen the

registration bandwidth and relax the requirements for the magnetometer hardware. In

literature [77], the narrow-band noise of FID signal was analyzed and a multi-channel

frequency measurement algorithm was proposed. The results showed that when an

ordinary proton magnetometer was implemented with this method, the measurement

accuracy and resolution can be improved tremendously and close to that of overhauser

magnetometer. There are also many other FID signal processing methods being re-

ported [6,79,86–88]. However, there is no research aiming at characterizing the noise of

FID signal. Since the severity of the noise degree is a critical factor, most research is

to achieve a high SNR signal. Moreover, the frequency measurement algorithm also

depends on the SNR. Hence, we need to investigate the noise characteristics of FID sig-

nal and identify how the internal or external noises represented by different SNR values

affect the measurement accuracy.

In this section, we propose to establish different types of noise models for the FID

signal, which are further applied to evaluate the influence of noise on the FID signal

quality. As mentioned in previous section, the accuracy of magnetic field measurement

with the proton precession magnetometer is determined by the accuracy of FID signal

frequency measurement. The SNR is closely related to the frequency measurement. The

factors affecting the SNR of FID signal include: white noise, phase noise, narrow-band

noise, colored noise, random noise and singular noise. Given the background noise, the

FID signal can be modeled as:

y(t) = s(t)+ τ(t) (4.1)

where s(t) means the original signal and τ(t) stands for different types of noises.
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4.1.1 White Noise

White noise is the major component of the noise source for FID signal, which is also the

most common noise in electronic devices and circuits. The thermal noise of resistor and

the shot noise of PN junction are all white noise. Since the power spectral density (PSD)

of white noise is approximately evenly distributed, the mean of τ(t) almost approaches

zero. Expanding equation 4.1, we can obtain the sinusoidal signal sequence of white

signal in a noise environment:

y(n) = Ae(−t/T2) cos(ω0t)+ τ(n)

= Ae(−nts/T2) cos(2π f0nts)+ τ(n) n = 0,1, ...,N −1
(4.2)

where A is the initial amplitude of FID signal; f0 is the standard frequency. n and ts are

the sampling points and sampling period, respectively. t stands for the sampling time

from zero to the sampling point n. Hence t equals to nts. τ(n) stands for the white noise

sequence whose mean is zero and variance is σ2. In this case, SNR equals to A2/σ2.

According to the Euler formula: e jω0t = cosω0t + j sinω0t

e− jω0t = cosω0t − j sinω0t
(4.3)

there is:

cosω0t =
e jω0t + e− jω0t

2
(4.4)

Hence equation 4.2 can be rewritten as:

y(n) = (1/2)A[exp(−nts/T2 + jω0nts)+ exp(−nts/T2 − jω0nts)]+ τ(n) (4.5)

Because exp(−nts/T2) does not directly relate to the frequency of FID signal, y(n) can

be separated into two parts:

y1(n) = A′ exp( jω0nts)+ τ(n) = A′ exp( j2π f0nts)+ τ(n)

y2(n) = A′ exp(− jω0nts) = A′ exp(− j2π f0nts)

y(n) = y1(n)+ y2(n)

A′ = (1/2)Aexp(−nts/T2)

(4.6)
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In an ideal situation, frequency f0 and its estimation f is close to each other. To obtain

the modulus square of the signal, we assume that this case is true and construct two new

sequences as:  y1
′(n) = exp( jωnts) = exp( j2π f nts)

y2
′(n) = exp(− jωnts) = exp(− j2π f nts)

(4.7)

thereby multiplying equation 4.6 with the conjugation of equation 4.7, we can get:

|z(n)|2 = y1(n)* y1
′(n)+ y2(n)* y2

′(n)

= [A′ exp( j2π f0nts)+ τ(n)]exp(− j2π f nts)+A′ exp(− j2π f nts)exp( j2π f0nts)

= 2A′ exp[ j2π( f0 − f )nts]+ τ(n)exp(− j2π f nts)

= 2A′ exp( j2π∆ fwnts)+ τ
′(n)

(4.8)

where ∆ fw = f0− f , which is the frequency estimation error. τ ′(n) = τ(n)exp(− j2π f nts).

The summation of z(n) is implemented by statistical stacking M points in the z(n) do-

main, and the total samples are L = N/M. Given an integer L, a new sequence can be

obtained:

s(m) =
(m+1)M−1

∑
n=mM

z(n) m = 0,1, ...,L−1 (4.9)

where s(m) is a sine wave sequence. Frequency deviation is ∆ fw while sampling in-

terval is Mts. And there are L samples in total. Equation 4.9 can be described as the

frequency measurement error of a signal that estimated by computing its L−points dis-

crete Fourier transform (DFT). Due to the DFT effectively integrates the M data sam-

ples, the amplitude of the original signal is increased by M times. The amplitude of

the white noise τ(n) remains approximately unchanged because of its even distribution.

In consequence, the SNR of s(m) is SNR’ = MA2/σ2 = M×SNR. Compared with y(n),

the SNR has been improved up to M times. However, this dose not indicate that the

larger the number M the better the SNR will be. According to the principle of DFT,

one of the critical factor is that L ≥ M. Furthermore, the selection of M depends on

some other factors such as the frequency of FID signal f0, the total number of sampling

points N, etc. Therefore, different considerations about M need to be confirmed based

on different situations.
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4.1.2 Narrow-band Noise

A narrow-band filter is commonly used to improve the SNR of FID signal [78,89] by

further suppressing the noise. However, the narrow-band noise will be introduced by

the filtering operation [80]. The narrow-band noise residing in the FID signal can be

expressed as:

x(t) = Asin(2π f0t)+asin[2π f0t +ψ(t)] (4.10)

where a is the maximum amplitude of random noise and ψ(t) is the phase of random

noise. According to [80] there is A≫a, then equation 4.10 can be written as:

x(t) = Asin(2π f0t ± a
A
) (4.11)

From equation 4.11, we observe the the amplitude of FID signal with narrow-band noise

keeps unchanged but comes with a phase error. The phases error can be expressed as:

dt =
T0

a
A

2π
=

a
A2π f0

(4.12)

where T0 is the period of FID signal. In the frequency measurement, a trigger error dt

will be created at the first and last rising edges of the measured signal. Therefore, the

absolute error of the measured time is twice of dt, and the relative error is:

δ =
2dt
NT0

=
2a

A2π f0NT0
=

a
A
× 1

πN
(4.13)

The count number of measured signal is N. Thus, the absolute error of frequency mea-

surement is:

∆ fb = δ × f0 =
a
A
× f0

πN
=

a
A
× 1

πNT0
(4.14)

where NT0 stands for the actual gate time T . Given the peak signal-to-noise ratio SNRp p

= A/a, equation 4.14 changes to:

∆ fb =
1
π
× 1

SNRppT
(4.15)

Equation 4.15 gives the error of frequency measurement caused by the trigger error,

especially when the FID signal contains narrow-band noise. From equation 4.15, we
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find the larger the SNRp p or the longer the measured time T the smaller the absolute

error. Therefore, in some applications when the required frequency measurement error

is not greater than ∆ fb, the SNRp p needs to meet the following requirement:

SNRpp ≥
1

∆ fb
× 1

πT
(4.16)

4.1.3 Overall Noise Model

There are also other noises such as the colored, random and singular noises, which are

relatively weak. Furthermore, their noise distributions are irregular [90]. Hence, in the

calculation of overall noise model, they can be ignored. For the white and narrow-band

noises mentioned above, according to the noise distribution function, they need to be

statistical averaged by multiple measurements, and the weighting coefficients will be

obtained [91]. Then, the results will be added to the total noise expression. Based on [92],

the distribution function of white noise can be written as:

Pw(t) =
1√
2π

∫ T

0
exp−t2/2 dt (4.17)

and that of narrow-band noise is:

Pb(t) =
2
T

∫ T

0
cos2π f0tdt +

2
T

∫ T

0
sin2π f0tdt (4.18)

In this calculation, first, Monte Carlo method [93] is used to generate noises sequence

according to each noise distribution. Second, we conduct multiple statistical tests of the

weighting coefficients and superimpose them every time. Finally, calculate the mean

of each sum of the weight, respectively. Thereby, the weighting coefficient of each

noise is obtained. Overall, according to equation 4.8 and 4.15, through the weighted

summation, superposition of the noise distribution functions (refer to equation 4.17 and

4.18) and experimental samples of all noises, we can further calculate the relationship

between the SNR of FID signal and the accuracy of frequency measurement as:

∆ f = [
1
N̂

N̂

∑
i=1

α
(i)Pw(t)]×∆ fw +[

1
N̂

N̂

∑
i=1

β
(i)Pb(t)]×∆ fb

≈ (1/SNR2
pp)×πT + e−α × 1

2πT
√

SNRpp
− Inβ/

√
SNRpp

(4.19)
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where α and β are weighting coefficients. N̂ stands for the total number of superim-

position, which is defined as 10. Through the statistical averaging process on α(i) and

β (i) based on the steps mentioned above, we can calculate that α ≈ 3.712 ∼ 4.803 and

β ≈ 1.001 ∼ 1.013. Examples and additional details are given in [92,94]. Then, we can

obtain:

f = f0 +∆ f

≈ f0 +(1/SNR2
pp)×πT + e−α × 1

2πT
√

SNRpp
− Inβ/

√
SNRpp

(4.20)

where f is the measured frequency of FID signal. f0 is the standard frequency and ∆ f is

the total measurement error. According to equation 4.20, the measured frequency value

f is mainly determined by measurement time T and SNRpp, which is approximately

consistent with equation 4.15 despite the weighting coefficients calculation of different

noises. The relationship between SNRpp and the frequency measurement error can be

obtained as shown in Figure 4-1. It is observed that the higher the SNRpp the higher

the accuracy of frequency measurement. When SNRpp is in the range 0 ∼ 5; if SNRpp

increases, the error of frequency measurement will decrease faster, thereby improving

the accuracy significantly. When SNRpp is in the range 5 ∼ 20; if SNRpp increases, the

error of frequency measurement will decrease slower, and the improvement of accuracy

is not obvious.

Figure 4-1: The relationship between frequency measurement accuracy and SNRpp in simula-
tion (T = 1.0, α = 4.803, β = 1.001, SNRpp changes from 0.01 to 20 and step value is 0.1).
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4.1.4 Model Evaluation

Simulation

Based on the theoretical analysis and the background noise model of FID signal for the

proton precession magnetometer, we can quantify the relationship between SNR and

the accuracy of frequency measurement by using the probability distribution of random

noises generated by Monte Carlo simulation [93]. The simulation results are given in

Table 4.1. To further identify whether the resolution can reach up to 0.001 Hz, we set

the frequency of FID signal to 2100 Hz and 2100.001 Hz, respectively.

Table 4.1: The theoretical relationship between frequency measurement accuracy and SNR of
FID signal.

SNR (dB) Standard (Hz) Measured (Hz) Absolute error (Hz) Root mean square error (Hz)

0.1 2100 2101.700 1.7 5.576 × 10−1

3 2100 2100.600 0.6 6.547 × 10−2

6 2100 2100.250 0.25 2.341 × 10−2

9 2100 2100.092 0.092 5.973 × 10−3

12 2100 2100.075 0.075 5.243 × 10−3

15 2100 2100.046 0.046 3.648 × 10−3

18 2100 2100.015 0.015 2.134 × 10−3

20 2100 2100.009 0.009 1.776 × 10−3

0.1 2100.001 2101.700 1.699 5.576 × 10−1

3 2100.001 2100.600 0.599 6.547 × 10−2

6 2100.001 2100.250 0.249 2.341 × 10−2

9 2100.001 2101.092 0.091 5.973 × 10−3

12 2100.001 2101.072 0.071 5.257 × 10−3

15 2100.001 2101.048 0.047 3.689 × 10−3

18 2100.001 2101.018 0.017 2.182 × 10−3

20 2100.001 2101.012 0.011 1.806 × 10−3

As shown in Table 4.1, when SNR is in the range 0.1 ∼ 9 dB, the absolute error will

decreases rapidly with the increase of SNR. The measured accuracy will be improved

significantly. When SNR is in the range 9 ∼ 20 dB, the absolute error will decreases

slower as the SNR increases. And the improvement of accuracy is not obvious. In

addition, the sensitive of frequency measurement can be evaluated by the root mean

square error (RMSE), which reflects the degree of deviation of data from the average.

From Table 4.1, the trend of RMSE changes with SNR is similar to the absolute error.
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Test in the field

In practical applications, the major noise component of FID signal is the white noise,

but there still exist phase, colored, singular and random noise interferences [76]. To fur-

ther validate the theoretical analysis and calculations above, we adopted the developed

prototype to verify the noise model.

(a) SNR = 40dB. (b) SNR = 30dB.

(c) SNR = 20dB. (d) SNR = 15dB.

(e) SNR = 10dB. (f) SNR = 3dB.

Figure 4-2: The FID signal with different SNRs and corresponding FFT results.

We chose a test location with less interference, and the magnetic field strength is ap-

proximately 49670 nT, corresponding to a frequency of 2114.75 Hz. According to [53],

the different SNRs of FID signal can be obtained by changing the polarized time and

power. Figure 4-2 shows the FID signal with different SNRs and corresponding fast

Fourier transform (FFT) results. From the signal, we observe that the longer the time

the smaller the amplitude of the signal, which is consistent with the exponential de-

cay characteristic of FID signal. From the FFT results, we observe that the SNR of

obtained FID signal are approximately 40 dB, 30 dB, 20 dB, 15 dB, 10 dB and 3 dB,

respectively, and each of the corresponding FFT value shows that the center frequency

is around 2110 Hz, which corresponds to the FID signal frequency of the magnetic field
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at the test location.

For each of the SNR, 1000 sets of data were collected. Due to the existence of

magnetic field diurnal variation, the data will be affected if only one instrument is used.

Therefore, a second instrument of the same performance is used as a reference, and

the influence of diurnal variation can be eliminated by the difference of the measured

data of two instruments. The distance between two instruments is about 10 m, and

measurement period is 20 s. After all measurements were completed, the averaged

difference of the two samples was calculated to remove the constant magnetic field

shift due to the location difference of the two instruments. Then, the mean square error

(MSE) was calculated and obtained. The results are given in Table 4.2 and Figure 4-3.

Table 4.2: The practical relationship between frequency measurement accuracy and SNR of
FID signal.

SNR (dB) Magnetic field (nT) Frequency (Hz) Absolute error (Hz) Mean square error (Hz)

3 49735.24 2117.53 0.265 0.256
6 49720.24 2116.89 0.137 0.120

10 49695.82 2115.85 0.046 0.042
15 49683.37 2115.32 0.041 0.036
20 49675.38 2114.98 0.037 0.034
30 49670.45 2114.77 0.035 0.024
40 49670.18 2114.76 0.030 0.015

2 3 4 5 6 7 8 9 10

Magnetic field strength (nT) 104
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Figure 4-3: The relationship between the accuracy of frequency measurement and SNR in the
field tests.

Generally, if the SNR of FID signal is much lower in a practical application, the

error of frequency measurement can be too large and the measurement data do not
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make any sense [43,95]. Therefore, the SNR we measured ranged from 3 dB to 40 dB

in the specific test environment. From Table 4.2 and Figure 4-3, we find that when

the SNR increases in the range 3 ∼ 10 dB, the absolute error and mean square error

(MSE) all decrease rapidly, which means a significant improvement in accuracy. When

SNR is in the range 10 ∼ 40 dB, the absolute error and MSE will decrease slower, and

the improvement of accuracy is not obvious. In addition, the trends of two curves are

almost the same in Figure 4-1 and 4-3. The main difference is that the abrupt increase

of absolute error or MSE corresponding to the SNR are 3 dB and 10 dB, respectively,

which has a relationship with the test environment, such as the electrical characteristics

of circuit and electromagnetic interference etc. Furthermore, in the simulation when

the SNR reaches up to 10 dB, the frequency measurement accuracy cannot be improved

anymore; while in the practical test, the SNR should be 30 dB or even higher. However,

the test results agree well with the theoretical calculation.

As a whole, the trend of the simulation and the field test results are approximately

consistent. The well-known fact that it is possible to get a lower frequency measure-

ment error with a better SNR, which is behind unclear mathematical manipulations, is

described in a quantitative way.

4.2 Multi-channel Frequency Measurement

From equation 2.9, we observe that the FID signal frequency is proportional to the

strength of the magnetic field, which implies the accuracy of frequency measurement

determines the accuracy of the derived magnetic field. Therefore, research on high-

precision frequency measurement is very important. In general, the transverse relax-

ation time T2 is no more than 1 s. For a weak geomagnetic field signal, it is difficult

to measure due to the considerable noises. Before the 1990s, the proton precession

magnetometer was used to measure the frequency of the FID signal after phase locked

and frequency doubled. Due to the short duration of the FID signal, frequency mea-

surement error cannot meet the high- accuracy requirement. After the 2000s, with the

development of microelectronics technology, the FID signal was measured by tech-

nologies such as the equal precision frequency measurement by field-programmable

gate array (FPGA) technology, which greatly improved the accuracy of the frequency
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measurement.

To date, numerous frequency measurement algorithms have been proposed. In

terms of theoretical simulation, several methods for frequency measurement are de-

signed in [96–100], such as the Newton-type technique, adaptive-based algorithm, time-

frequency distributions based on the adaptive fractional spectrogram, autocorrelation

factor-based algorithm, and estimation method using Kronecker’s theorem. Based on

the results of simulation, these methods all can achieve high accuracy and high sen-

sitivity. However, all of these methods stayed only in the stage of theoretical simula-

tion had not applied in actual environment. Their performance remains to be verified.

Some methods have been applied to practical scenarios. Buajarern proposed an ab-

solute frequency measurement using the optical frequency comb technique [101]. The

experimental results show that the accuracy of frequency measurement can meet the

high-resolution requirement. However, due to its dependence on a huge test system,

this method cannot be applied in the proton magnetometer. Two instantaneous fre-

quency measurement methods based on four-wave mixing and six-port technology, re-

spectively, are designed in [102] and [103], but the experimental results show that the two

methods would be better applied in the high-frequency measurement. Tong [104] and

Dong [105] designed an all-phase fast Fourier transform (FFT) cymometer, but the ex-

perimental results show that the relative errors of measurement are larger than 0.02% in

the frequency range 850 Hz ∼ 4300 Hz. The accuracy cannot meet the high-resolution

requirement of the proton magnetometer. Zhang [79] proposed an interpolation algo-

rithm using zero crossing to improve the accuracy of frequency measurement, but due

to the fast decay of the FID signal-to-noise ratio (SNR), the interpolation error increases

with time, so the best measurable time is limited. Wang [106] and Li [107] proposed an im-

proved algorithm using weighted phase difference, but the algorithm is applicable only

to the case of high SNR. Ye [108] proposed a frequency measurement based on Fourier

algorithm for better accuracy. However, it requires a much longer time due to the it-

erative calculations in the algorithm. There are also many other methods to measure

frequency [43,109–112], but few of them are aiming at FID signal.

To sum up, in this section, we propose a multi-channel frequency measurement

algorithm to improve the accuracy of the measured magnetic fields in a broader dynamic

range and in a noisier environment.
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4.2.1 Principle of Equal Precision Frequency Measurement

The equal precision frequency measurement method is developed based on a direct fre-

quency measurement method. The actual gate time is determined by the gating signal

and the measured signal together in the acquisition, which is a multiple of the measured

signal period. This method cannot only improve the accuracy of frequency measure-

ment, but also realize the equal accuracy of measuring frequency in the whole frequency

range.

Figure 4-4: Block diagram of equal precision frequency measurement.

Figure 4-5: Time sequence diagram of equal precision frequency measurement.

Figure 4-4 is the block diagram of equal precision frequency measurement and Fig-

ure 4-5 is the time sequence diagram. COUNT1 and COUNT2 are two counters. When

gating signal Tpr (gating time) becomes high, the rising edge of the measured signal,

through the flip side Q of trigger D, starts COUNT1 to count the measured signal and

COUNT2 to count the standard signal. When gating signal Tpr becomes low, the up-

coming rising edge of the measured signal will close COUNT1 and COUNT2. The

frequency of the measured signal fx can be obtained using the reading values of the two
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counters and the frequency of the standard signal as:

fx =
Nx

Ns
× fs (4.21)

where fs is the frequency of the standard signal, Nx is the counter value of the measured

signal, and Ns is the counter value of the standard signal.

4.2.2 Mathematical Model of Frequency Measurement Error

According to the principle of equal precision frequency measurement, the actual gate

time is determined by gating signal and measured signal together in the acquisition,

which is a multiple of the measured signal period. Hence, there is no count error (±1)

for the measured signal, but still exists in standard signal [113].

Figure 4-6: Schematic diagram of the count error.

Figure 4-6 shows the schematic diagram of the count error. T is the gating time,

Ts is the frequency of standard signal, ∆t1 is the time from gating open time to the first

count pulse edge, ∆t2 is the time from gating close time to the next count pulse edge.

According to Figure 4-6, we can realize that:

T = NsTs +∆t1 −∆t2 = Ns +
∆t1 −∆t2

Ts
×Ts (4.22)

where, Ns is the counter value of the standard signal. ∆Ns is the count increment (count

error), which equals to (∆t1 −∆t2)/Ts. Considering that ∆t1 ≤ T s, ∆t2 ≤ T s, there is

|∆t1 −∆t2| ≤ Ts. In this case, |∆Ns| ≤ T s, and the ∆Ns has only three possible values:

∆Ns = −1,0,1. Therefore, the maximum absolute error of Ns is ±1. In consequence,

in equation 4.21, the value of Ns can have one count error (±1). Assuming that the

probability of causing the count error is P, the quantization error is Ns = (1−P) · 0+
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P · |±1|= P, where 0 < P < 1. Then, the relative error can be written as:

δ =
|Nx

Ns
· fs − Nx

Ns+∆Ns
· fs|

Nx
Ns+∆Ns

· fs
=

∆Ns

Ns
<

1
Ns

(4.23)

Referring to [77], equation 4.23 can be represented as:

|δ |= 1
T · fs

(4.24)

where T is the actual gate time and fs is the frequency of standard signal. For example,

if the gate time is 0.5 s and the frequency of standard signal is 50 MHz, the relative

error is ±0.04 ppm. Likewise, the maximum absolute error in the frequency range 850

Hz ∼ 4300 Hz is about ±0.00017 Hz, which corresponds to a magnetic field error of

±0.004 nT.

4.2.3 Proposed Method

From equation 4.24, we know that the relative error can be reduced by increasing Ns.

Two ways are possible: 1) increasing the frequency of standard signal and 2) increasing

the gate time. However, increase in fs is limited and the gate time cannot be too long

because of the exponent decay of the FID signal. To overcome the disadvantages of the

aforementioned two ways, we propose a multichannel frequency measurement method

that takes advantage of the parallel processing of FPGA.

For example, we can select n channels and choose the gate time to match T2. After

one cycle, the counter readings of the n channels of the standard signal are Ns1, ...,Nsn

and the counter readings of the n channels of the measure signal are Nx1, ...,Nx1. Fol-

lowing the same idea as that for equation 4.21, the frequency of the measured signal

can be calculated:

fx =
Nx1 +Nx2 + ...+Nxn

Ns1 +Ns2 + ...+Nsn
× fs (4.25)

Based on equation 4.25, we know that the total count Ns has been increased but

the gate time is kept nearly unchanged. This is equivalent to increasing the frequency

measurement time. According to equation 4.24, the relative error δ ′ of frequency mea-
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surement now becomes:

|δ ′|= 1
nT · fs

(4.26)

Equation 4.26 shows that the proposed method can reduce the error n times compared

with general equal precision frequency measurement and increase the accuracy in the

effective measuring time of the FID signal.

Figure 4-7: Schematic diagram of the multi-channel parallel frequency measurement algorithm.

In one practical implementation, we select ten channels. Figure 4-7 shows the se-

quence diagram of ten-channel frequency measurement. First, channel one starts to

count frequency and then channel two starts after a 10 ms delay while channel one is

still measuring frequency. The remaining eight channels proceed in turn like this until

channel ten finishes. The frequency measurement time (counting time) of the proton

magnetometer is usually 500 ms. However, using the proposed method, the total count-

ing time is 500 ms × 10 = 5000 ms, and the actual frequency measurement time in one

cycle is 500 ms + 90 ms = 590 ms. Only an extra 90 ms is taken and this is trivial

compared with the completely sampling period. In summary, the proposed method can

finish measuring the frequency of the FID signal without much increase in the sampling

period but with great increase in Ns , which can greatly reduce the relative error.

In addition, since the trigger error is mainly caused by the glitches of the signal as

shown in Figure 4-8. The signal is superposed by the square wave and white noise.

During the frequency measurement, in the process of the first rising edge, the noise

makes the trigger ahead of time ∆T1, and makes the trigger ahead of time ∆T2 in the

process of the second rising edge. Therefore, in the whole period, the trigger error
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Figure 4-8: Schematic diagram of how the trigger error be generated.

caused by noise is ∆T1−∆T2. If the period of measured signal is T , the relative error of

frequency measurement is (∆T1−∆T2)/T . According to the principle of equal precision

frequency measurement, the trigger error cannot be totally removed. There are many

factors, such as the electrical noise, random noise, etc. In this study, in order to reduce

the effect of the trigger error on the accuracy of frequency measurement, while using the

proposed algorithm, a glitch filtering module is applied in FPGA, the specific operation

are as follows.

Step 1: Once the rising edge is detected, delay dozens of counting clock rather than

count immediately.

Step 2: If a level transition occurred during this time, it is proved to be a glitch, and

the counting clock will not be opened.

Step 3: If not, it should be considered as a real rising edge, then open the counting

clock.

The above methods can suppress the glitches of the signal effectively, further reduc-

ing the trigger error influence, thereby increasing the accuracy of frequency measure-

ment.

4.3 Secondary Tuning Based on SVD & STFT

To improve the accuracy of magnetic field measurement, a variable capacitor is always

applied to tune and obtain the effective signal from the coil of the sensor, which can im-

prove the SNR (Signal Noise Ratio) of the FID signal [114]. Currently, the instruments of

America and Canada have mainly adopted the scanning [115,116] and preset capacitance

methods [117–119]; the domestic instruments have mainly adopted the blindly automatic

tracking and second measurement with automatic tracking methods [43,120,121]. How-

ever, the core working principle of all the methods is the same, as is shown in Figure
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4-9: after exciting the sensor, the capacitor is switched, and then the peak voltage of the

untuned FID signal is tested, with the corresponding capacitor of the maximum peak be-

ing the value of tuning. The only difference is the detection method of the peak voltage.

However, these methods have the disadvantages of a slower speed of tuning (approx-

imately a few seconds), the possibility of mis-tuning, etc. Tan and Dong proposed a

method based on the FFT (Fast Fourier Transform): apply an Analog to Digital Con-

verter (ADC) to finish the acquisition of the amplified untuned FID signal, calculate the

gathered data with autocorrelation, and then the spectrum can be obtained by FFT [122].

This method can improve the speed of tuning, but the method is only applicable to the

case of a non-interferential environment.

Figure 4-9: Schematic diagram of the conventional core tuning principle.

Aimed to solve these problems mentioned above, we propose a secondary tuning

algorithm based on Singular Value Decomposition (SVD) and Shot time Fourier Trans-

form (STFT). First, the space matrix is constructed by the acquisition of ADC for the

untuned FID signal, and then the SVD is performed to eliminate the noise and obtain

the useful signal. Finally, the STFT technique is applied to extract the time-frequency

feature. Thus, a frequency value f1 is determined primarily, switching the capacitor to

finish the first tuning. After that, the conventional steps of magnetic field measurement

are adopted with the first tuning capacitor, and then a frequency value f2 can be obtained

by measuring the frequency of the FID signal. f2 is closer to the actual frequency f0

than f1 is. Then, apply the frequency value f2 to control the tuning capacitor and cen-

ter frequency of the narrow-band filter, which can improve the SNR of the signal, to

increase the accuracy of the magnetic field measurement; this is the work process of

secondary tuning. The proposed algorithm have some advantages, it not only improves

the accuracy of the sensors tuning but also shortens the time of tuning process (no more

than 1 s). Furthermore, the problem of sensor mis-tuning in strong-disturbance envi-

ronments should be solved.
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4.3.1 Sensor Tuning

The essence of the tuning of a proton precession magnetometer is LC series resonance,

and the center frequency f0 can be calculated via:

f0 =
1

2π
√

LC
(4.27)

where L is the inductance of the sensor, C is the variable tuning capacitor, R is the

internal resistance of the sensor, and the quality factor Q of the resonance circuit is:

Q =
ω

R
=

2π f0L
R

(4.28)

and the bandwidth BW of the resonant circuit is:

BW =
f0

Q
(4.29)

The parameters of the sensor mentioned in this thesis are L = 34 mH and R = 19 Ω.

According to equation 4.28 and 4.29 can figure put BW = 84 Hz. Therefore, the signal-

to-noise improvement ratio SNIR of the initial FID signal out of sensor is:

SNIR = 20log(

√
∆ f
BW

)≈ 18.3dB (4.30)

where, ∆ f is the frequency bandwidth of geomagnetic field that equals to 3450Hz. This

demonstrates that after the resonance, the amplitude of the signal output of the sensor

is Q times that of the untuned signal, which is equivalent to the SNR increasing by lgQ

(unit: dB).

Figure 4-10: Schematic diagram of the adjustment of the variable capacitance.

In the range of the geomagnetic field 20000 nT ∼ 100000 nT, the frequency of the
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FID signal is in the range of 850 Hz ∼ 4300 Hz. The inductance of an ordinary proton

precession magnetometer sensor is L = 34mH, and according to equation 4.27, the range

of the tuning capacitor can be calculated as being 28 nF ∼ 1022 nF. However, there is

not a variable capacitor that has such a large adjustable range, so the problem can be

solved by this method as shown in Figure 4-10. The rules of the capacitor selection are

as follows:  C0 = 1nF

Cn = 2Cn−1, n = 9
(4.31)

Based on equation 4.31, we adopt ten analog switches to control ten capacitors, which

can achieve the 1 nF ∼ 1023 nF adjustable range of the tuning capacitor, and the reso-

lution is 1 nF. However, the change of the tuning capacitor would cause the change of

the resonance center frequency; if the value of the capacitor changed by 1 nF, according

to equation 4.27, the change of the resonance center frequency can be written as: ∆ f = 1
2π
√

LC2
− 1

2π
√

LC1

C2 −C1 = 1nF
(4.32)

Hence, the curve between the variable of the resonant frequency and the tuning ca-

Figure 4-11: Curve between the variable of the resonant frequency and the tuning capacitance
value.

pacitance value can be obtained, as shown in Figure 4-11. We observe that when the

tuning capacitance value is lower, although it changed by 1 nT, the center frequency of

the resonant circuit also changed by nearly 150 Hz. We suppose that, in the range of
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the geomagnetic field, the accurate tuning capacitance value is 40 nF; however, if the

tuning capacitor value has a slight deviation, such as 38 nF, because of an imperfect

algorithm as shown in Figure 4-11, the variable of the resonant frequency can reach up

to 60 Hz, which may lead to mis-tuning. Therefore, the SNR of the FID signal will be

decreased, as well as the accuracy of the magnetic field measurement.

In addition, the FID signal is a sine wave with the magnitude exponentially de-

caying, whose duration is 0.5 s ∼ 1 s. Therefore, a high-precision, high-speed tuning

algorithm should be applied to achieve the best output SNR, thereby improving the

accuracy of magnetic field measurement.

4.3.2 SVD Noise Elimination Technology

Through the analysis of the tuning principle of a proton precession magnetometer above,

aiming at the current defects, such as slow tuning, the poor performance of adaption

to the environment, etc, we propose a secondary tuning algorithm based on SVD and

STFT. SVD is applied to the initial noise reduction for the space matrix, which is con-

structed by the acquisition of ADC for the untuned FID signal, and this can enhance the

environmental adaptability of the tuning algorithm. According to the exponential decay

characteristic of the FID signal, the STFT technique is applied to the denoised signal to

extract the time-frequency feature. Then, the evolution over time of the signal spectrum

can be clear, depicting the locality of the signal and retaining all the information as well.

The algorithm flowchart is shown in Figure 4-12.

Figure 4-12: Flowchart of the second tuning algorithm.

In Figure 4-12, s(n) is the ideal FID signal, and n(n) is the noise signal. In this

algorithm, we adopt SVD to reconstruct the untuned FID signal x(n), and then the re-

constructed signal X(n) can be obtained. After that, the STFT is applied to extract the
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time-frequency feature to determine a frequency value f1 primarily, switching the tun-

ing capacitor to finish the first tuning. After that, we adopt the conventional steps of

magnetic field measurement with the first tuning capacitor, and a frequency value f2

can be obtained. Then, the frequency value f2 is applied to control the tuning capacitor

and center frequency of the narrow-band filter, and this is the secondary tuning. This al-

gorithm can reduce the circuit bandwidth, improving the SNR, to increase the accuracy

of the magnetic field measurement.

SVD is an effective method for feature extraction and is based on the nonlinear fil-

tering method [123,124]. The decomposition value reflects the intrinsic attribute of data;

therefore, the background suppression and denoising problems of small target detection

can be solved [125,126]. The SVD has been successfully applied to geophysical signal-

noise separation technology [127]; compared with other denoising methods, this method

has the advantages of better denoising effect and lower signal distortion. The process-

ing of the FID signal is part of the geophysical signal-noise separation, in addition, it

belongs to the background suppression and denoising problem of small target detection

as well, so SVD can be applied to FID signal processing.

The original sample sequence of an untuned FID signal is xi, i = 1,2,3, ...,n , and

the steps for eliminating noises by SVD are as follows:

Step 1: Extract the subsequence x1,x2, ...,xn from the original sample sequence as

the first vector y1 of the reconstructed phase space.

Step 2: Move this subsequence to the right by one step, forming a new sequence

x2,x3, ...,xn+1 as the second vector y2 of the reconstructed phase space.

Step 3: Repeat steps 1 and 2, and a column vector y1,y2, ...,ym can be obtained.

Step 4: Because each of the vectors corresponds to a point of the reconstructed phase

space, all vectors constitute the m×n dimensional matrix as:

Dm =


x1 x2 ... xn

x2 x3 ... xn+1

... ... ... ...

xm xm+1 ... xn+m−1

 (4.33)
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Dm is the reconstruction of the phase space, reformulating equation 4.33 using SVD:

Dm =USV T (4.34)

where U is the m×m orthogonal matrix called the left singular matrix, V is the n×

n orthogonal matrix called the right singular matrix, S is the m× n diagonal matrix,

and σ1,σ2, ...,σr are its diagonal elements (σ1 ≥ σ2 ≥ ... ≥ σr, r is the rank of Dm)

called the singular value of Dm. According to [128], in equation 4.34, the matrix V can

be obtained from the diagonal factorization Dm
T Dm = V DV T , in which the diagonal

entries of D appear in non-increasing order; the columns of U come from normalizing

the non-vanishing images under Dm of the columns of V ; the nonzero entries of S are

the respective square roots of corresponding diagonal entries of D. In summary, the

columns of U are eigenvectors for Dm and form an orthonormal basis u1,u2, ...,um,

the columns of V are eigenvectors for Dm and form an orthonormal basis v1,v2, ...,vn.

Assembling the vi as the columns of a matrix V and the ui to form U , we have DmV =US

for all i ≤ r, where S has the same dimensions as Dm, has the entries σi along the

main diagonal, and has all other entries equal to zero. Therefore, equation 4.34 can be

expressed using partitioned matrices as follows:

Dm =
[
u1 · · · ur | ur+1 · · · um

]



σ1 0

σ2
. . . ...

σr

0
. . . ...

0 · · · · · · 0





vT
1
...

vT
r

−

vT
r+1
...

vT
n


(4.35)

Because the untuned FID signal contains noises, Dm can be written as Dm =Ds+Dn. Ds

is the matrix without noise, and Dn is the matrix of noise. Based on the above analysis,

Dm can be rewritten as:

Dm = Ds +Dn =
[
Us Un

]Ss 0

0 Sn

V T
s

V T
n

=UsSsV T
s +UnSnV T

n (4.36)
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where Ss is the r×n diagonal matrix of the main singular value and Sn is the diagonal

matrix of the noise singular value. When the partitioned matrices of equation 4.35 are

multiplied, Dm can be written as:

Dm =
[
u1 · · · ur

]
σ1

. . .

σr




vT
1
...

vT
r

+
[
ur+1 · · · um

][
0
]

vT
r+1
...

vT
n

 (4.37)

From equation 4.37 it is clear that only the first r u’s and v’s make any contribution

to Dm, the (m− r)u’s and v’s belong to the noise part of Dm. Therefore, according to

equations 4.36 and 4.37, the matrix Ds after noise reduction can be written as:

Ds =UsSsV T
s =

[
u1 · · · ur

]
σ1

. . .

σr




vT
1
...

vT
r

 (4.38)

Then, apply the inverse process of SVD to obtain a matrix D′, which is the characteris-

tics signal after noise elimination.

4.3.3 STFT Time-Frequency Feature Extraction Technology

The standard Fourier transform translates the signal from the time domain to the fre-

quency domain, which means that f (x)eixω is superimposed on the entire time line. eixω

is used to limit the frequency; therefore, the standard Fourier transform only has local

analysis capabilities in the frequency domain but not in the time domain. Because the

FID signal exponentially decays with time, the signal needs to be divided into several

small intervals to analyze the time-frequency feature accurately, and the Fourier trans-

form is adopted to analyze each of the intervals to determine the frequency feature,

thereby increasing the accuracy of signal feature extraction. STFT is the short time

Fourier transform, which uses a movable window for the Fourier transform [129].

Consider the function x(t) to be the acquisition data of the FID signal by ADC, and

its STFT can be written as [130]:

ST FTx(τ, f ) =
∫

x(t)g*τ, f (t)dt =
∫

x(t)g*(t − τ)e− j f τdt (4.39)
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where the window function g(t) is used to intercept x(t) for the short time Fourier trans-

form, and then the Fourier transform of the segment signal in the time of is obtained.

Moving the center position of the window function g(t) constantly, the Fourier trans-

forms of different times can all be obtained.

From the differences of the local spectrum at different times, we can see the time-

frequency feature of the signal clearly. The function ST FTx(τ, f ) reflects the relative

content of the signal x(t) component whose frequency is f at the time of τ . Unlike

the FFT, the frequency resolution of STFT is not only related to the sampling period

(sampling points) but is also dependent on the width of the window function. Equation

4.40 shows the relationship of the frequency resolution ∆ f , the sampling period T and

the width of the window function N:

∆ f =
1

NT
(4.40)

According to equation 4.40, we can realize that by increasing the width of the window,

the frequency resolution can be increased as well, thereby increasing the accuracy of the

center frequency estimation. However, different window functions have an influence on

the width and attenuation speed of the main lobe [129]. According to the characteristics

of the FID signal, the Gaussian window is applied, which can improve the SNR of the

exponentially decayed signal.

4.3.4 Performance Evaluation

Simulation

Establish the mathematical model for the FID signal based on equation 2.8. For simpli-

fied simulation, select Cµ as a suitable constant and set the magnetic field to 49323 nT,

corresponding to a frequency of 2100 Hz, and T2 to 0.5 s. The simulation waveform is

shown in Figure 4-13.

Figure 4-13 shows the ideal pure FID signal; however, the FID signal is mixed with

noises (mainly white noise) in actual environments as mentioned before, especially the

untuned signal, whose SNR is too low to be detected.

Figure 4-14 shows the FID signal that contains useful signal and white noise; ac-

cording to the analysis of signal noise above, the SNR is set to 5dB, 0dB, and -5dB.
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Figure 4-13: Simulation waveform of the FID signal. Sampling rate: 10000 Hz, sampling
points: 4096.

(a) The entire signal. (b) 0 ∼ 0.02 s. (c) 0.385 ∼ 0.405 s.

Figure 4-14: The ideal FID signals with different SNRs.

(a) The entire reconstruction. (b) 0 ∼ 0.02 s. (c) 0.385 ∼ 0.405 s.

Figure 4-15: The reconstructed FID signals with different SNRs.

Figure 4-15 shows the FID signal reconstructed by SVD. According to Figure 4-14

and 4-15 we can realize that, due to the low SNR of the FID signal, especially when

the SNR is -5 dB, the useful signal almost cannot be observed in the time domain.

However, when the signal is reconstructed, the noise of the signal (SNR = 5 dB, 0 dB)

has almost been filtered. Although the amplitude of the reconstructed signal (SNR = -5

dB) is decreased, the curve of the signal is smooth and the overall trend can be observed
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clearly.

(a) Original FID signal.

(b) Reconstructed FID signal.

Figure 4-16: The STFT results. From top to bottom, the SNR is 5 dB, 0 dB, and -5 dB; the left
column is the 3D image, while the right column is the contour map.

The STFT results of the FID signal with different SNR are shown in Figure 4-16.

Figure 4-16a shows the STFT of the original signal, and Figure 4-16b shows the STFT

of the reconstructed signal. From Figure 4-16a, we observe that when the SNR of the

FID signal is 5 dB, the frequency domain characteristic is significant through STFT, the

surface of the three-dimensional image is smooth, and the center frequency of the signal

can be obtained accurately. When the SNR is 0 dB, the center frequency can also be

obtained; however, from the contour map, there exist miscellaneous frequency signals
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around the center frequency, which will increase the difficulty of tuning. When the SNR

is -5 dB, the FID signal is almost drowned by the miscellaneous frequency signals, and

the frequency domain characteristic is not obvious.

In a real environment, if abnormal or significant interference occurs around the sen-

sor, the FID signal will decay rapidly. In addition, due to the low SNR, the quality of

the data collected by ADC is poor, which will lead to detuning. In contrast, we can re-

alize from Figure 4-16b that the frequency domain characteristics of the reconstructed

signal with different SNR are all significant through STFT, the surface of the three-

dimensional images are smooth, and we can accurately obtain that the center frequency

of the signal is approximately 2100 Hz.

Based on the simulation study above, we can realize that the SVD can effectively

reduce the noise of an FID signal with low SNR (untuned FID signal). The center

frequency of the reconstructed signal can be obtained accurately through STFT. The

feasibility of the secondary tuning algorithm based on SVD and STFT is verified theo-

retically.

Test in the Field

Based on the simulation experiments on the FID signal in an ideal environment, the

results are encouraging. However, in practical applications, in addition to white noise,

the FID signal is also accompanied by interference with phase noise, colored noise,

singular noise and random noise (refer to Section 4.1). To further verify the proposed

algorithm, we adopted the developed prototype to evaluate. Two tests, using either a

commonly used tuning algorithm based on the autocorrelation and FFT or the proposed

algorithm,

The magnetic field of the test location with less interference is approximately 49323

nT, corresponding to a frequency of 2100 Hz. According to the coil parameters of the

sensor, the inductance is 34 mH, the resistance is 19 Ω, and we can calculate that the

resonant frequency range is 2072 Hz ∼ 2128 Hz, so the passband bandwidth is 56

Hz. The output signal of the sensor was amplified and filtered, and then the ADC was

applied to collect the data. The sampling point is 2048 and the sampling rate is 10 kHz,

so the frequency resolution is 4.88 Hz.

Figure 4-17 shows the collected actual untuned FID signal; according to the sam-
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Figure 4-17: The actual untuned FID signal collected by ADC.

pling point and sampling rate, the sampling time is 204.8 ms. Figure 4-18 shows the

STFT comparison results of the actual original signal, autocorrelation processed signal

and SVD processed signal. From Figure 4-17, we observe that the signal has almost

been drowned by noise, and the exponential decay trend of the signal cannot be ob-

served clearly. From Figure 4-18, we observe that:

1) Based on the STFT result of the original signal, in the early stage of signal de-

cay, the center frequency is 2100 Hz, corresponding to the FID signal frequency of the

magnetic field at that test location. The longer the time, the smaller the amplitude of the

signal, which is consistent with the exponential decay characteristic of the FID signal.

2) Based on the STFT result of the autocorrelation processed signal, we can see that

the random noise has been decreased significantly, which can explain how the autocor-

relation calculation can eliminate the random noise of the periodic signal. However,

there still exists noise interference within 1000 Hz.

3) Based on the STFT result of the SVD processed signal, the random noise has

been almost completely filtered out, and the feature of the center band is obvious. The

results show that the proposed algorithm is significantly better than the algorithm based

on the autocorrelation and FFT.

The test above was in a place with less interference; in practical applications, the

external environment cannot be controlled, e.g., weak magnetic anomalies, passing ve-

hicles, etc. will all cause interference for the tuning. To test the environmental adapt-

ability of the proposed algorithm, we placed an iron (100 g) next to the sensor at a

distance, which will change the external magnetic field environment around the sensor.
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Figure 4-18: Comparison of different tuning algorithms for the FID signal. From top to bottom,
the STFT results of the original signal, autocorrelation processed signal and SVD processed
signal are shown; the left column is the three-dimensional image, and the right column is the
contour map.

The gradient magnetic field will cause a heterogeneous, rapidly decaying FID signal

output of the sensor and even cause a serious beat phenomenon, which increases the

difficulty of tuning.

Figure 4-19 shows the STFT comparison results of the actual original signal, auto-

correlation processed signal and SVD processed signal with environmental disturbance.

Figure 4-19a represents the result when the distance from the iron to the sensor is 1 m,

while Figure 4-19b represents 0.5 m.

From Figure 4-19a, we observe that:

1) Based on the STFT result of the original signal, we observe that the signal has

almost been drowned out by external interference, and the center frequency band fea-

ture is not obvious. According to the time-frequency spectrum, there is a maximum

amplitude value whose frequency value is 2100 Hz at 25 ms, 50 ms and 80 ms. This

indicates that the signal appears to be a beat phenomenon.

2) Based on the STFT result of the autocorrelation-processed signal, we can see that

the overall center frequency band is approximately 2100 Hz; however, there still exists

a maximum amplitude value at 1000 Hz, 2500 Hz and 3700 Hz. Because the frequency

value is in the frequency range of the FID signal, it cannot be removed during signal

processing, which will cause interference with the tuning.

3) Based on the STFT result of the SVD-processed signal, we can see that the exter-
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(a) The distance between the iron and sensor is 1m.

(b) The distance between the iron and sensor is 0.5m.

Figure 4-19: Comparison of different tuning algorithms for the FID signal with environmental
disturbance. From top to bottom, the STFT results of the original signal, autocorrelation pro-
cessed signal and SVD processed signal are shown; the left column is the three-dimensional
image, and the right column is the contour map.
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nal interference has been decreased significantly, and the center frequency is 2100 Hz,

which matches the actual situation and further verifies that the proposed algorithm can

suppress the environmental interference effectively.

From Figure 4-19b, we observe that:

1) Based on the STFT results of the original signal, the signal has almost been

drowned out by external interference, and the center frequency band feature is not ob-

vious. Moreover, the low-frequency signal interference is more serious.

2) Based on the STFT results of the autocorrelation-processed signal, we can see that

the SNR is improved; however, the center frequency band feature is still not obvious.

The maximum amplitude value appeared at 500 Hz, 2100 Hz and 3000 Hz, which will

affect the accuracy of tuning.

3) Based on the STFT results of the SVD-processed signal, the random noise has

been decreased obviously. In addition, there still exist noises below 500 Hz; because

the frequency value is not in the frequency range of the FID signal, it can be removed

during signal processing. Therefore, this will not cause interference for the tuning.

The results further indicate that the proposed algorithm is significantly better than the

algorithm based on the autocorrelation and FFT.

From Figure 4-18 and 4-19, we can further observe the processing effects of differ-

ent algorithms for the FID signal, when the proposed algorithm is applied in practical

applications:

Step 1: polarize the sensor for approximately 400 ms, then stop it and delay 5 ms,

and enable ADC for signal acquisition for approximately 205 ms.

Step 2: apply the SVD to reconstruct the collected data, and then the STFT is

adopted to extract the time-frequency feature to obtain a frequency value f1 for ap-

proximately 50 ms. Based on this frequency value, switch the tuning capacitor to finish

the first tuning.

Step 3: polarize the sensor for approximately 200 ms (after the first tuning, the

tuning capacitor is open, so this time the signal output of the sensor has a higher SNR

and the polarization time does not need to be too long), then stop it and delay 5 ms.

Measuring the frequency of the FID signal for approximately 100ms, a frequency value

f2 is obtained. Based on this frequency value, switch the tuning capacitor and set the

center frequency of the narrow-band filter to finish the second tuning. The entire process
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takes less than 1 s; moreover, the tuning result is accurate and repeatable.

According to the experiments above, three tuning algorithm tests using the peak

detection, autocorrelation and FFT processing and the proposed method were conducted

using the same test platform. The ARM timer was adopted to count the processing time

of the three methods. Based on the above findings, the resonant frequency range is

2072Hz ∼ 2128Hz in the same magnetic field environment; according to equation 4.27,

we can calculate that the tuning capacitance value range is 168nF ∼ 173nF. Thus, if the

capacitance value obtained by the three methods is within this range, the tuning can be

considered successful. The three methods were tested five times in a non-interferential

environment, and the results are shown in Table 4.3. According to Table 4.3, we can

Table 4.3: Comparative table of the three methods without interference.

Peak detection FFT Proposed

Cap/nF Time/s Cap/nF Time/s Cap/nF Time/s

169 >5 169 1.15 169 0.97
173 >5 169 1.15 169 0.97
168 >5 169 1.15 169 0.97
170 >5 169 1.15 169 0.97
172 >5 169 1.15 169 0.97

observe that:

1) In view of the tuning speed, because the three algorithms are all applied to the

sequential program structure, the program execution time is constant. The time taken

by the peak detection method is approximately five times that of the FFT method and

the proposed method.

2) In view of the tuning precision, the tuning capacitance values obtained by the

three algorithms are all in the range 168nF ∼ 173nF. Therefore, it can be explained

that the performance of the proposed method is comparable to the performance of the

autocorrelation and FFT processing method in a non-interferential environment.

Table 4.4 shows the five repetitions of testing results for the three methods in an

interferential environment. According to Table 4.4, we can observe that the tuning pre-

cision of the peak detection method and the FFT method decreased in an interferential

environment. The obtained tuning capacitance value will lead to detuning phenom-

ena, thereby reducing the SNR of the FID signal. Moreover, the instrument cannot be

worked normally. However, based on the results of the proposed method, it has higher
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Table 4.4: Comparative table of the three methods with interference.

Peak detection FFT Proposed

Cap/nF Time/s Cap/nF Time/s Cap/nF Time/s

179 >5 178 1.15 169 0.97
173 >5 173 1.15 169 0.97
165 >5 178 1.15 169 0.97
175 >5 168 1.15 169 0.97
172 >5 163 1.15 169 0.97

accuracy and higher speed than the peak detection method and the autocorrelation and

FFT processing method. The external interference has little effect on it, and the results

are repeatable, which further prove the superiority of the tuning algorithm based on the

SVD and STFT.
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Chapter 5

Test

5.1 Laboratory Test

5.1.1 Noise Level

As mentioned in section 3.2.3, aimed to verify the voltage noise and current noise of the

preamplifier, as well as the thermal noise of the sensor, the experiment was conducted

in this thesis. The preamplifier voltage noise can be measured by shorting the input to

ground. The preamplifier current noise can be measured by connecting the input to the

sensor [47]. Testing circuits are shown in Figure 5-1a and 5-1b, respectively.

(a) Shorting the input to ground. (b) Connecting the input to sensor.

Figure 5-1: Sensor and preamplifier noises test.

From Figure 5-1a, when the input of the preamplifier is shorten to ground. The

output noise of the test circuit is related to the voltage noise of the preamplifier as:

E2
n = E2

nv ·G2 (5.1)

From Figure 5-1b, when the input of the preamplifier is connected to the sensor. The

output noise of the test circuit is related to the voltage noise, current noise of the pream-
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plifier, and the thermal noise of the sensor. The noise can be written as:

E2
n = E2

nv ·G2 +E2
nr ·G2 + i2n|R+ jωL|2G2

= E2
nv ·G2 +E2

nr ·G2 + i2n(R
2 +ω

2L)2G2
(5.2)

Obviously, the calculated result of the voltage noise have no correlation with the fre-

quency, which implies it is a constant, while the current noise increases with the increase

of frequency. The comparisons between calculated result and measured result of two

group testing circuit are shown in Figure 5-2a and 5-2b, respectively.

(a) Shorting the input to ground.

(b) Connecting the input to sensor.

Figure 5-2: Comparison between calculation and measurement.

The measured results are almost all larger than the calculations due to the envi-

ronment noise and the measuring instrument noise, which will have an effect on the

experimental results. However, the measured results are in well agreement with the cal-
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culation results overall. Through the comparison experiment, it can be verified that the

value of the preamplifier voltage noise and current noise is suitable in the sensor and

preamplifier noise model.

Figure 5-3: Comparison between preamplifier and prototype.

Figure 5-3 shows the output noise of the preamplifier and that of the instrument

divided by the corresponding gain as shown in Figure 3-21. The half arc in the curve

is due to the signal passing through the passive band-pass filter in the cascade amplifier

circuit. The noise level of the preamplifier is comparable to that of the final output of the

instrument, which implies that the background noise of the prototype is mainly derived

from the preamplifier, the contribution of the post-amplifier is relative small. This is

consistent with the Friis formula [131].

5.1.2 FID Signal Strength

As mentioned before, the electromotive force of FID signal generated by Overhauser

magnetometer can be formulated by equation 2.8. According to the coil parameters of

the sensor(L = 34 mH, R = 19 Ω) mentioned in section 3.1, there is:

µnAM ≈ 6.4×10−11 (5.3)

If only consider the maximum electromotive force of the FID signal, sin2
θ ×e−t/T2 sinω0t

in equation 2.8 can be regarded as 1. Hence the maximum amplitude can be written as:

εmax = 6.4×10−11 ·ω0 = 6.4×10−11 · γpB0 (5.4)
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Therefore, in the range of geomagnetic field from 20000 nT to 100000 nT, the amplitude

of the FID signal output of the sensor is 0.34 µV ∼ 1.7 µV. Likewise, according to the

coil parameters, equation 4.28 can be rewritten as:

Q = 0.0119 · f0 (5.5)

According to equation 5.4, 5.5 and 2.9, we can obtained the voltage value of resonant

FID signal in the range of geomagnetic field is 3.4 µV ∼ 86 µV. However, due to

the limitations of the sensor and circuit characteristics, the Q factor of the resonance

circuit cannot fully meet the theoretical value. After running some tests, in the range

of geomagnetic field from 20000 nT to 100000 nT, the actual voltage value of resonant

FID signal is 2 µV ∼ 30 µV. The theoretical and actual test results are shown in Figure

5-4.

Figure 5-4: Curve of the amplitude of the resonant FID signal.

5.1.3 Frequency Measurement Accuracy

Test the Frequency Measurement Module

According to equation 2.9, the frequency of FID signal is proportional to the strength

of magnetic field. Hence, a signal generator is used to generate a standard TTL square

wave signal, and input it to the frequency measurement module of test instrument. The

measurement time is 500 ms and the test results are shown in Table 5.1 and Figure 5-5,

respectively.
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Table 5.1: Test results of frequency measurement module (Unit: Hz).

Input signal Test results Absolute error Effective resolution

800.0000 800.0000 0.0000 0.0000
1000.0000 1000.0000 0.0000 0.0001
1500.0000 1500.0000 0.0000 0.0001
2000.0000 2000.0000 0.0000 0.0001
2500.0000 2500.0000 0.0000 0.0001
3000.0000 3000.0001 0.0001 0.0002
3500.0000 3500.0001 0.0001 0.0002
4000.0000 4000.0002 0.0002 0.0002
4100.0000 4100.0002 0.0002 0.0003
4300.0000 4300.0002 0.0002 0.0003

Figure 5-5: Test results of the absolute error and effective resolution.

In this procedure, 100 data are recorded sequentially from each of the measured

frequency values during test the absolute error, and the absolute value of the maximum

error is the absolute error. In terms of test the effective resolution, first, choose a fre-

quency value and adjust its fourth decimal, which implies 0.0001 Hz. If the test result

of the frequency measurement module unchanged, increase the input frequency with

a step of 0.0001 Hz until the result changed. The maximum change of the frequency

value is the effective resolution.

According to Table 5.1 and Figure 5-5, we observe that in the frequency range from

800 Hz to 4300 Hz, the absolute error of the frequency measurement module is less than

0.0002 Hz and the effective resolution is no more than 0.0003 Hz. If we convert them

to magnetic field strength, the absolute error is 0.005 nT and the effective resolution is

0.007 nT.
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Test with Micro-signal and Comparison

In general, the original FID signal is very small, the particular voltage is about a few

microvolts [132,133], and the signal is so small that it can easily be disturbed by noise. In

order to obtain a higher SNR of the FID signal, a resonance circuit is applied. Accord-

ing to the coil parameters of the probe and the Q factor of the resonance circuit, after

running some tests, in the range of the geomagnetic field, the actual voltage value of the

resonant FID signal is 2 ∼ 30 µV [134]. Therefore, typically, we can simulate the local

magnetic field using the signal generator to generate a standard sine wave signal from

800 Hz to 4300 Hz.

The primary voltage of the standard signal can then be divided by the resistance

divider into micro signals of less than 10 µV and used as an input for the prototype

device. The schematic of the test circuit is shown in Figure 5-6.

Figure 5-6: Schematic of test circuit.

As mentioned before, in the frequency range of geomagnetic field, the minimum

value of original FID signal is about 2 µV. Therefore, if the frequency measurement

accuracy can meet the requirement of a high-precision Overhauser magnetometer when

the input signal is 2 µV, all the input signal which value is greater than 2 µV can meet

the requirement. During the test, 100 data are recorded sequentially from each of the

measured frequency values at two different times, and the data processing method is the

same as that of the standard signal test. Figure 5-7 shows the test results (measurement

time is 500 ms) when the input signal is 2 µV.

According to the Figure 5-7, in the frequency range from 800 Hz to 4300 Hz, the

absolute error is less than 0.008 Hz, which converted to magnetic field strength is about

0.19 nT. While that of MSE is less than 0.0025 Hz, which converted to magnetic field

strength is about 0.06 nT. Meanwhile, three tests using a single-channel proton magne-

tometer, a proposed multichannel proton magnetometer, and a commercial Overhauser

magnetometer GEM-19, which has the metrological certification, were conducted, re-
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(a) Absolute error.

(b) MSE.

Figure 5-7: Test results when input signal is 2 µV.

spectively.

Table 5.2 and Figure 5-8 show the magnetic field absolute error results converted

from the frequency measurements versus the peak-peak voltage (Vpp) of the input sig-

nal through the resistance divider. From Figure 5-8, we observe that if the Vpp of the

input signal decreases, the absolute error of the measured magnetic field will increase

and the accuracy will decrease. When Vpp is less than 2 µV, the absolute error is larger

than 1 nT if the test is performed with a single-channel device. However, the absolute

error is less than 0.15 nT if a multichannel device is used. The accuracy is tremendously

improved and is close to that of the Overhauser magnetometer. The sensitivity of fre-

quency measurement can be evaluated by standard deviation, which reflects the degree

of deviation of data from the average. The smaller the standard deviation, the better the
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Table 5.2: Performance comparison of three methods (Input signal: 2100 Hz).

Input signal Test results

Peak to peak (µV) General (nT) Multi-channel (nT) Overhauser (nT)

1 49323.13 ± 1.30 49323.13 ± 0.15 49323.13 ± 0.05
2 49323.13 ± 1.20 49323.13 ± 0.13 49323.13 ± 0.03
3 49323.13 ± 0.80 49323.13 ± 0.11 49323.13 ± 0.02
4 49323.13 ± 0.50 49323.13 ± 0.08 49323.13 ± 0.01
5 49323.13 ± 0.40 49323.13 ± 0.07 49323.13 ± 0.01
6 49323.13 ± 0.35 49323.13 ± 0.06 49323.13 ± 0.01
7 49323.13 ± 0.30 49323.13 ± 0.05 49323.13 ± 0.01
8 49323.13 ± 0.25 49323.13 ± 0.04 49323.13 ± 0.01
9 49323.13 ± 0.20 49323.13 ± 0.03 49323.13 ± 0.01

10 49323.13 ± 0.20 49323.13 ± 0.03 49323.13 ± 0.01

Figure 5-8: Curve of the magnetic field absolute error comparison.

stability and the higher the sensitivity of frequency measurement. Therefore, we can

evaluate the sensitivity by calculating the standard deviation of the selected data from

each of the three curves. The results are shown in Table 5.3.

According to Table 5.3, the absolute error measured by the prototype device is about

7.75 times (0.55/0.071 ≈ 7.75) smaller than that measured by the original device with

a single channel. In theory, using the proposed method, we can reduce the error ten

times based on equation 4.26. The experimental results agree well with the theoretical

prediction. In addition, the sensitivity is reduced to 0.036 nT, which is improved by 11.4

times (0.410/0.036 ≈ 11.4). This indicates that the prototype has a higher precision and

resolution.
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Table 5.3: Comparison of three methods.

General Multi-channel Overhauser

Average (nT) 0.550 0.071 0.017
Standard deviation (nT) 0.410 0.036 0.013

5.1.4 Magnetic Field Measurement Accuracy

The experiment was assembled in an artificial magnetic field generating space shown in

Figure 5-9, which consists of a standard magnetic field generator (including a three-axis

Helmholtz coil system and a high-precision constant current source) and a magnetically

shielded room. Furthermore, due to its location was far away from all electromagnetic

sources, this space not only shielded the EMI, but also cancelled the local geomagnetic

field. It produced a stable artificial magnetic field of high precision in all directions

including x, y, z axis, respectively.

Figure 5-9: Artificial magnetic field generating space.

The generating range of the magnetic field space is from 20000 nT to 100000 nT,

and the step value is 10000 nT. Table 5.4 shows the experimental results. We tested 100

points in every corresponding magnetic field that to be measured. First, calculate the av-

erage of each corresponding total measured points. Thus the mean square error (MSE)

could be obtained. The maximum deviation can be regarded as the measurement accu-

racy. In this table, five random measured values were given. The measurement range of

the proposed prototype can be from 20000 nT to 100000 nT. In addition, the accuracy
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is changed from 0.18 nT to 1.12 nT over the range of geomagnetic fields, while that of

MSE is from 0.10 nT to 0.88 nT. Moreover, the results also show that the accuracy and

MSE decrease with the increase of the external magnetic field. From equation 2.8 and

2.9, the initial amplitude of the FID signal is proportional to the precession frequency

and extern magnetic field; hence, the performance of the frequency measurement may

improve with increasing external magnetic field, which finally leads to an improvement

in accuracy and MSE.

Table 5.4: Results of measurement range, accuracy and MSE (Unit: nT).

Standard 1st 2nd 3rd 4th 5th Absolute accuracy MSE

19997.41 19997.54 19998.28 19997.39 19996.73 19997.11 1.12 0.88
29995.54 29996.24 29995.63 29995.74 29995.68 29996.39 0.85 0.56
39990.52 39990.58 39990.65 39990.67 39990.75 39990.61 0.38 0.22
49984.71 49984.74 49984.70 49984.85 49984.72 49984.77 0.35 0.21
59978.27 59978.17 59978.23 59978.24 59978.29 59978.38 0.33 0.17
69972.52 69972.56 69972.47 69972.63 69972.45 69972.51 0.30 0.15
79967.85 79967.78 79967.74 79967.70 79967.63 79967.77 0.25 0.13
89959.44 89959.40 89959.38 89959.64 89959.38 89959.39 0.19 0.10
99950.73 99950.77 99950.80 99950.70 99950.65 99950.67 0.18 0.10

2 3 4 5 6 7 8 9 10
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Figure 5-10: The relationship between measurement accuracy or MSE and magnetic field
strength.

Figure 5-10 shows the overall relationship between the measurement accuracy or

MSE and magnetic field strength. For a magnetometer, the sensitivity is the minimum

step of the cymometer used to measure the FID frequency and its conversion into an

equivalent magnetic field. Therefore, the sensitivity is actually determined by cymome-
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ter based on equation 2.9. Generally, in the magnetometer design, the equivalent mag-

netic sensitivity can be evaluated by MSE [77]. In consequence, Table 5.4 and Figure

5-10 indicate that the sensitivity of the proposed prototype can reach up to 0.1 nT, im-

plying that the sensitivity of the cymometer is 0.004 Hz. Moreover, when the external

magnetic field is larger than 40000 nT, the measurement accuracy is around 0.3 nT.

5.2 Field Test

5.2.1 Geomagnetic Observation

To further verify the performance of the prototype, a comparative test of a geomag-

netic field observation was implemented for the prototype and a commercial Overhauser

magnetometer in the field for a typical day March 3rd, 2016. The two instruments were

installed at Wuhan Jiufeng Seismic Observatory, where was far from EMI sources, and

they were separated by 10 m to prevent mutual interference. Moreover, the two instru-

ments were started up simultaneously to avoid the influences from geomagnetic diurnal

variations.

Figure 5-11 shows the comparison results. Here the variation of total field in nT ver-

sus time in hours is plotted. The trends in the geomagnetic field measurements from the

two instruments are basically coincident, although the two curves did not overlap. The

baseline difference is about 10 nT. The main cause is the magnetic field gradient at the

locations of the sensors. Despite being 10 m apart, the Earth’s magnetic field gradient

can be ignored. In contrast, with the limitations in test conditions, the fixed magnetic

anomaly generated by meteorological instability, passing pedestrians, etc. nearby the

sensors also can give rise or fall to a magnetic field gradient. However, such magnetic

anomalies are different from random EMI and do not affect a comparison of the two

instruments.

To compare the measurement performance of the two instruments, first, the constant

magnetic field shift due to the different two devices’ locations was removed by the

averaging difference of the two curves. Second, excluded the relative larger variations.

Third, calculated the MSE of each curve. The 200 samples around 12:00 were chosen

as the first data set; while that around 14:00 and 16:00 were chosen as the second and

third data set, respectively. Table 5.5 shows the comparison results. The MSE of the
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two devices are all around 0.3 nT, which indicates that the measurement performance

of the proposed prototype is close to that of a commercial Overhauser magnetometer.
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(a) Overall measurement.

(b) Measurement during 0 s ∼ 80 s. (c) Measurement during 240 s ∼ 320 s.

(d) Measurement during 420 s ∼ 500 s. (e) Measurement during 660 s ∼ 740 s.

Figure 5-11: The quality of magnetic field data recorded by proposed instrument is compared
with that of a commercial Overhauser magnetometer.

5.2.2 Ferromagnetic Target Localization

The object of the ferromagnetic target localization experiment is an iron pipe with a

weight of 25 kg. A flat ground of the experiment region is chosen to make sure that

the distance between object and the sensor is probably unchanged when the sensor is
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Table 5.5: MSE comparison results of two devices (Unit: nT).

Data set Proposed prototype Commercial Overhauser magnetometer

First 0.305 0.288
Second 0.317 0.298
Third 0.313 0.295

moved. The length and width of the experiment region are all 10 m. Figure 5-12 shows

the schematic diagram of this test and the central coordinate of the iron pipe is (4, 4).

The region is cut into 10 × 10 and the measure step distance is 0.5 m, which means

400 points should be measured in total. The distance of the sensor to the ground is

adjustable. The buried depth of the ferromagnetic target is 2 m. Two experiments with

different distances (1 m and 2 m) between the sensor and the ground are conducted,

respectively. The results are shown in Figure 5-13.

Figure 5-12: Schematic diagram of the test for ferromagnetic target localization.

From Figure 5-13a and 5-13b, there are two relative large magnetic anomaly points

at (3, 3) and (5, 5), respectively. It should be the head and the tail of the iron pipe, which

generated this kind of distribution characteristic of magnetic field [44]. The central co-

ordinate of the ferromagnetic target is approximately at (4, 4), which is consistent with

actual situation. However, there are numerous undulate points that could interfere the

accuracy of localization. In Figure 5-13a and 5-13b, the distance between the sensor

and the ground is 1 m. Due to the background magnetic field of the experiment region

is not well-distributed, which could interfere the magnetic anomaly detection, the dis-

tance is increased to 2 m to further suppress this interference. Figure 5-13c and 5-13d

shows the results, respectively. The location of ferromagnetic target is indefinite and is
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(a) Single sensor test (height of 1 m). (b) Corresponding 2D image.

(c) Single sensor test (height of 2 m). (d) Corresponding 2D image.

Figure 5-13: Comparison of magnetic anomaly survey data by single sensor with height of 1 m
and 2 m, respectively.

drown by surrounding magnetic field due to the magnetic density decay of the target.

Furthermore, there is an interference in the area around (6, 7), which makes it difficult

to locate a magnetic anomaly accurately.

As a weak magnetic detection device, one thing needs to be emphasized that in

addition to base station mode, this instrument has another operating mode that is gra-

diometer mode. This implies that it cannot only operate as a geomagnetic observatory

but also measure the magnetic gradient. Then, another experiment is implemented. The

distance between two sensors is set as 1 m and the structure of the vertical gradient mea-

surement is adopted. As the same with single sensor test, two experiments with different

distances (1 m and 2 m) between the subjacent sensor and the ground are conducted,

respectively. The results are shown in Figure 5-14.

From Figure 5-14a and 5-14b, by comparison with Figure 5-13a and 5-13b, the

undulations tested by dual sensor are eliminated effectively. The forming surface is

much smoother, which indicates that the ability of anti-interference by dual sensor test

is stronger than single sensor. Meanwhile, by comparison with Figure 5-13c and 5-13d,
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(a) Dual sensor test (height of 1 m). (b) Corresponding 2D image.

(c) Dual sensor test (height of 2 m). (d) Corresponding 2D image.

Figure 5-14: Comparison of magnetic anomaly survey data by dual sensor with height of 1 m
and 2 m, respectively.

it is still obvious that the central coordinate of the iron pipe is at (4, 4) in Figure 5-14c

and 5-14d. The undulations are further eliminated as well as the forming surface, which

produces a greater response to the majority of magnetic anomalies than single sensor. It

demonstrates that the interference of the background magnetic field is suppressed effec-

tively. However, due to the increase of the distance between the dual sensor and the iron

pipe, the absolute magnetic field strength shows an exponential decrease, which lead to

the decrease of magnetic gradient at the same time. Therefore, the distance between the

sensor and the ferromagnetic target should be adjusted according to different situations.

5.3 Specification

5.3.1 Resolution

The resolution is the smallest change in magnetic field that the magnetometer can re-

solve or report. It may not be equal to the least-significant digit of the instrument read-
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out at all settings. Basically, a magnetometer which has a counter resolution is smaller

than the smallest change in magnetic field being detected, or quantization errors will

result, improperly defining the shape and character of the anomaly. Because the reso-

lution usually varies with sample rate, it is important to make sure that the resolution

specification applies to the intended sample rate.

5.3.2 Sensitivity

The sensitivity can be defined as the larger of either the resolution or the noise. With

this definition, the sensitivity specification provides a single number that can be used

for performance comparison between magnetometers that are limited by their resolution

and those that are limited by their noise. Generally, the sensitivity should be specified

for all expected speeds of reading and associated bandwidths over a range of magnetic

fields characteristic of the Earth and perhaps a range of temperature.

5.3.3 Sample Rate and Cycle Time

Sample rate is defined as the number of readings per second generated by the magne-

tometer. It is often specified as a frequency of reading in Hz. Cycle time, the number of

seconds per reading, is the inverse of the sample rate. When constructing a magnetic-

anomaly map, the field has to be sampled at a suitable spatial scale. This special scale

should be small compared to the depth of the targets in order for the survey to locate the

target accurately. The cycle time of the magnetometer and the speed with which it is

moved over the ground determine the distance between measurements. In band-carried

devices, the data density can be increased by moving slowly, at the expense of reduce

production. In airborne and marine applications, this option is often impractical, as the

vehicle may have some minimum operating speed. In any case, the desired sample rate

will affect the choice of bandwidth.

5.3.4 Absolute Error and Drift

The absolute error is defined as the difference between the average of the readings of

the magnetometer and the average of the field it measures. Drift is defined as the change

in the absolute error with time. All magnetometers will have some absolute error and
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drift in their measurements. In most cases, the drift will be much less than the absolute

error.

5.3.5 Gradient Tolerance

Gradient tolerance is defined as the ability of the magnetometer to obtain a meaningful

reading a given gradient, not necessarily with the highest sensitivity. When the field has

large gradients, errors in assessing the position of the sensor may dominate the error

budget, then an increase in noise may be tolerable. Gradient tolerance depends on both

the spectral line width and the size of sensor, smaller sensor tends to have high gradient

tolerance. Magnetic gradients reduce the amplitude of the magnetometer signal, which

can result in increased noise, lower sensitivity and increased dead zone. In applications

such as airborne surveys, the sensor is far from field sources, hence gradient tolerance

is not an important specification. In surveys of UXO or landfills, gradients can be very

large, requiring a magnetometer that tolerates large gradients.

5.3.6 Range of Measurement

The magnetometer are designed to measure the Earth’s field over the entire surface of

the Earth. As mentioned before, the geomagnetic varies from approximately 20000 nT

to 100000 nT. The magnetometer must measure the total field value over this entire

range with no increased drift due to changes in the absolute field values. To sum up,

according to the laboratory tests and field tests mentioned above, Table 5.6 shows the

main technical specifications of the proposed prototype.

Table 5.6: Specifications for the proposed prototype.

Specifications Proposed prototype
Sensitivity 10 pT/Hz1/2@1 Hz
Resolution 0.02 nT

Absolute accuracy ± 0.3 nT (Sampling rate: 3 seconds)
Dynamic range 20000 nT to 100000 nT

Gradient tolerance 10000 nT/m
Sampling intervals Optional (Default: 3 seconds)

Operating temperature 0∘ to 60∘C
Tuning mode Manual and automatic

Power 15V, 800 mA peak during polarization, 200 mA standby
Input/Output All control communication by keyboard, RS232 and USB link

87



Huan Liu: Research on an Improved Overhauser Magnetometer

88



Chapter 6

Conclusions

6.1 Contribution

The key contribution of this thesis is an improved Overhauser magnetometer combining

with digital & analog signal processing algorithms. The contributions are featured with

four key elements:

∙ The noise model of FID signal is first established and different types of noises

are investigated, including white noise, narrow-band noise, phase noise, colored

noise, random noise and singular noise. The impacts of these noises on FID sig-

nal are discussed. Secondly, the relationship between total noise and the error of

frequency measurement are formulated. The simulation results show that when

the SNR reached up to 10 dB, the improvement of accuracy is not obvious while

in the field tests the SNR is about 30 dB. As a whole, the trend of the simulation

and the field test results are approximately consistent. The well-known fact that it

is possible to get a lower frequency measurement error with a better SNR, which

is behind unclear mathematical manipulations, is described in a quantitative way.

Moreover, this research can explain why the accuracy of magnetic field measure-

ment with Overhauser or optically pumped magnetometer is better than ordinary

proton magnetometer.

∙ A high-precision multi-channel frequency measurement algorithm is designed.

The lab setup experimental data for the single channel, ten channels prototype,

and the Overhauser magnetometer GEM-19 show that the ten-channel device im-
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proves the accuracy and the sensitivity by more than 7 and 11 times over the

single channel device and approaches to those from the Overhauser magnetome-

ter. Furthermore, the field data confirm that the ten-channel prototype device has

an accuracy of 0.2 nT that is close to one for the commercial Overhauser magne-

tometer.

∙ Through analyzing the current commonly used tuning methods, domestic and for-

eign, for proton precession magnetometers, a secondary tuning algorithm based

on the SVD and STFT is proposed. Based on the simulation and the practical

application experiments, the results show that the proposed algorithm has higher

accuracy and higher speed (no more than one second) for the tuning performance,

even in the interferential environment. The proposed algorithm may make up for

the insufficiency of the existing tuning methods by improving the magnetometer’s

ability to adapt to the environment, thereby solving the detuning phenomenon in

the process of measurement.

6.2 Expectation

The future work should be focused on investigating whether a bigger size of the sample

or sensor can further indicate the enhancement of the FID signal strength using DNP

based approach. In addition, an extensive statistical analysis of other noise sources

should be implemented, such as the noises from the magnetometer’s sensor and condi-

tioning circuits. A more exhaustive background noise model will be built to quantify

the relationship between the SNR and frequency measurement accuracy for FID signal.
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