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Abstract

The thesis work reflects my motivation of getting a broad experience and expertise in experi-
mental physics, more precisely in: Particle-, Astropartiocle- and Detector Physics. The latter
is the basis for any modern experiments in Particle- and Astroparticle-Physics. Therefore, the
work has been divided into detector development activities towards applications at the future
International Linear Collider (ILC) as well as to data analysis related to two front-edge topics:
the search for the Higgs boson (within CERN-ATLAS detector) and for Dark matter (within
XENON100).

The work below summarizes, in three different chapters, the highlights of my activities.
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Preface

What is the nature of the universe? What is the world made of? What holds it together? These
questions occupied the minds of scientists and philosophers for thousands of years. The internal
structure of the atom began to unravel at the end of the 19th century, with the discovery of
the electron by J.J. Thomson in 1897.

The first half of the 20th century was marked by the discovery of the proton in 1919 by E.
Rutherford, neutron in the 1932 by J. Chadwick are constitute the atomic nucleus. In the same
year (1932) the first anti-particle, the positron, was discovered by Carl D. Anderson. Parallel
developments of particle detectors in the following decades paved way towards the discovery
of hundreds of particles, leading to a complex puzzle of the subatomic-particles world. Within
this ”particle zoo” the question whether these particles are elementary or not, concerned the
mind of scientists in the mid of the 20th century.

Solutions to the puzzle began to emerge with the finalization in the 1970s of the Standard
Model of particle physics - the theory that describes the elementary particles and their inter-
actions. The great triumph of the Standard Model was the correct prediction of the W- and
Z-boson masses before their discovery in 1983 at CERN. A decade later, with the discovery of
the top quark (1995) and the tau neutrino (2000) at Fermilab, only one standard model particle
remains undiscovered - the Higgs boson.

At present, the CERN Large Hadron Collider (LHC) is approaching the highest-energy
man-made particle collisions. One of its main purposes is the discovery of this last particle
predicted by the Standard Model. The search for the very rare Higgs boson events is very
challenging, requiring sophisticated analysis.

Although the Higgs discovery at the LHC is probable, there will remain some unanswered
questions. There are evidences that the physics described by the Standard Model is incomplete,
e.g. the evidence of accelerating universe against the gravitational forces, pointing at the
presence of an unknown energy (Dark energy); the fast rotation of the galaxies and cluster of
galaxies that contradict Newtonian dynamics relaying only on a visible matter pointing of an
existence of an unseen (Dark) matter.

To be able to answer these intriguing questions, regarding our own universe, more sophis-
ticated experiments must be conceived. Development of a future particle detectors is the basis
for any novel experimental research efforts in particle physics and astro-particle physics.

Participating in detector development for the future experiments, like that foreseen at the
ILC, and taking a part in the analysis of the current ones, constituted an invaluable opportunity
to be part of the front-edge experimental research, dealing with the most fascinating questions
that challenge the human mind.

This thesis is touching all of the High Energy Physics frontiers described above: the devel-
opment of future detectors and searches for the Higgs boson and Dark Matter.

The structure of the thesis is the following:
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The first part, chapter 1, contains detector development activities towards applications at
the future International Linear Collider (ILC) in particularly the development of potential gas-
avalanche sampling elements for the Digital Hadronic Calorimeter of the Silicon Detector (SiD).
In this work we investigated very thin sampling configurations based on a novel-geometry of
a Thick Gas Electron Multiplier (THGEM)-based detector, developed at the Weizmann Insti-
tute’s Radiation Detector Physics Laboratory. The proposed sampling elements should permit
stable operation at high efficiency, in a highly ionizing environment expected in the future par-
ticle experiments our development is expected to have a broad scope of other applications.

The second part, is a Data Analysis related to two front-edge topics:

- Chapter 2 describes the Higgs boson searches with the ATLAS experiment of the Large
Hadron Collider (CERN-LHC). Here we concentrated on a specific Higgs boson decay
channel, where the Higgs decays also into a pair of tau leptons which decay leptonicaly.
H → τlepτlep events, are associated with a presence of four elusive neutrinos which remain
undetected, thus challenging the reconstruction of the Higgs mass. We studied a novel
mass reconstruction technique which despite the presence of unmeasured particles, has a
significant reconstruction ability.

- Chapter 3 describes my contribution on the analysis of a searches for Dark Matter with
the XENON100 liquid-xenon TPC experiment at Gran Sasso national laboratory - LNGS.
In the absence of a significant signal of Dark-Matter related weakly interacting particles
(WIMPs) we studied and obtained a spin-dependent cross section limit of Dark Matter
particle interactions.

Even though the thesis is made of three parts, they are all related to experimental high
energy physics at its frontiers.
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Detector development
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Chapter 1

R&D towards thin, THGEM-based
sampling elements for digital hadronic

calorimetry.

1.1 Introduction

On 30 March 2010 a collision of the first 3.5 TeV proton beams took place at the CERN Large
Hadron Collider (LHC), opening a new era of discoveries in fundamental interactions of particle
physics. By testing the high energy scale, one of the LHC goals is the discovery of new physics,
such as the Higgs boson or other hypothetical particles predicted by various models beyond the
Standard Model (SM).

Protons are composite subatomic particles made up of quarks. The rest mass of the quarks
contributes about 1% of the proton rest mass, the remaining mass is due to the kinetic energy
of the quarks and the energy of the gluon fields that bind them together. Therefore the
measurements of fundamental interactions from the colliding protons become less precise due
to their composition. While the LHC discoveries will most probably point at some new physics,
precise measurements of such physics will be essential.

By colliding truly fundamental particles - electrons with positrons, the future International
Linear Collider (ILC) would provide results with extraordinary precision. Consisting of two
linear accelerators along 31 km (see figure 1.1.1), the ILC will accelerate these light leptons up
to center of mass energy of

√
s=500 GeV, with planned energy upgrade to

√
s ∼ 1TeV [1].

Two complex detectors are considered for the ILC: the International Large Detector (ILD)
and the Silicon Detector (SiD). In order to optimize jet energy measurements, the SiD [2],
incorporates the Particle Flow Analysis (PFA) [3] strategy as a basic element of its philosophy
and design. The basic idea is to measure the momenta of charged particles in the tracker,
measure neutral particles in the calorimeter and then add the charged and neutral compo-
nents together. The challenge is identifying the energy which charged particles deposit in the
calorimeters, and discriminating it from the energy deposited by photons and neutral hadrons,
so it can be removed.

The SiD design comprises a powerful silicon pixel vertex detector, silicon strips tracker,
silicon-tungsten electromagnetic calorimeter, highly segmented hadronic calorimeter, and a
muon identification system (see detector scheme in figure 1.1.2). The hadronic calorimeter lies
inside a 5T magnetic field created by a superconducting solenoid. SiD calorimetry, requires
highly segmented readout, both transversely and longitudinally, in both the electromagnetic
and hadronic calorimeters, to allow track reconstruction.

In this thesis chapter we describe the research and development work of novel gas-avalanche
sampling elements for the Digital Hadronic Calorimeter (DHCAL) of the SiD. The work is
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Figure 1.1.1: Schematic layout of ILC (www.linearcollider.org)

Figure 1.1.2: Illustration of a quadrant of SiD (dimensions in mm). From ref. [2]

concentrated on development of a thin, highly efficient detector, with a fine transverse readout
segmentation, e.g. 1 cm2 pixels.

In the following introduction we briefly overview the needs from the ILC DHCAL detectors,
and summarize the current existing potential techniques; we motivate the proposed promising
sampling elements based on the novel Thick Gaseous Electron Multipliers (THGEM) concept,
developed at Weizmann Institute.

In section 1.2 we review the assembly of a THGEM detector prototype, with a summary of
the beam test results at CERN; in the sections 1.3, 1.4 and 1.5 we present the results of our
study towards thiner and stable THGEM-based detectors and in section 1.6 we summarize the
present work in this field.

1.1.1 Digital Hadronic Calorimeter of the ILC-SiD

The DHCAL of the SiD has been proposed for facilitating and improving jet-energy resolution
in precise physics measurements. Digital recording of jet-induced hits with pixelated gas sam-
pling elements, accompanied by advanced pattern recognition algorithms (PFA; see above) are

3
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expected to yield very high-precision jet-energy measurements with ∆E/Ejet = 3-4% [2, 3].
The baseline design of the SiD DHCAL comprises 40 layers of stainless steel absorber plates

(passive material) interlaced by 8 mm thick active sampling gaps, incorporating 1 cm2 square
pixels and thin readout electronics hybrids [2]. The total absorber depth amounts to 4.5λA

1.
The incoming particles, when passing an absorber, induce multiparticle showers via electro-
magnetic or/and nuclear interactions. These hadronic showers are generated mostly by the
inelastic interactions of hadrons. When these processes occur, they produce a cascade of par-
ticles, emitted from particle decay or nuclear excitations. The particles are measured in the
active media using gas avalanche multipliers (e.g. our THGEM detectors). The total number of
particles created in the shower is proportional to the energy of the incoming primary particle;
thus, its energy can be estimated to a good precision by counting the shower particles using
appropriate calibration. To accurately count the number of particles in a shower and thus meet
the target jet-energy resolution, the sampling elements should have a high detection efficiency
and low average pad multiplicity (number of pads triggered per particle).

1.1.2 Active sampling elements for DHCAL

RPC Resistive Plate Counters (RPCs), are the baseline technology for the SiD DHCAL. The
RPC, proposed in 1981 [5], is a gas-avalanche detector, with a thin gas volume defined by two
parallel resistive plates, typically Bakelite or glass. High voltage is applied between the plates;
a charged particle crossing the gas gap initiates a streamer or an avalanche (depending in the
applied voltage). This induces signals on the readout strips, or pads located on the outside of
the plates, see figure 1.1.3. A report on the progress of RPC sampling elements for DHCAL is
given in [6].

Figure 1.1.3: Schematic of the RPC design with two glass plates. Not to scale. Taken from [2]

MICROMEGAS The MICRO MEsh GASeous detector (MECROMEGAS) is a parallel-
plate-like detector invented by Giomataris, Charpak et al. in 1995 [7]. It uses a thin metal grid
to separate the drift region where the primary electrons are produced from the amplification
region (50-100 µm thick) where they are multiplied. The grid has a hole pitch of 20-50 µm and
is maintained above the anode plane by means of insulating pillars. High electric Fields (about
40-80 kV/cm) are created in the amplification gap by applying ∼400V between the grid and the
anode. The operating principle is shown in figure 1.1.4; when an ionizing particle passes through
the conversion gap, it creates electron/ion pairs; with an electric field of ∼1kV/cm the electrons
drift towards the micromesh; they enter the high electric field region in the amplification gap,
where they are multiplied by the avalanche effect. The avalanche charges induce a measurable

1The nuclear interaction length (λA) is sometimes written using the approximate formula λA ≈ 35A
1/3

ρ cm

[4]

4



signal; the ions created in the avalanche are rapidly collected on the micromesh, thus providing
a high rate capability. Due to the open geometry, avalanche photons may cause secondary
avalanches, limiting the gain; thus adequate mixtures with photon quenchers are needed. The
progress reached in MICROMEGAS-based elements for DHCAL is given in [8].

Figure 1.1.4: Schematic view of MICROMEGAS: the 3 mm conversion gap and the amplification
gap separated by the micromesh and the anode strip electrode. Taken from [7]

The Gas Electron Multiplier (GEM) The GEM, a particularly successful structure, was
invented by Fabio Sauli in 1997. The GEM is manufactured by using wet-etching techniques
of thin (∼50 µm) Kapton (polymid) foil, copper-clad on both sides, with holes (typically 75
µm in diameter) perforated through at a typical pitch of 140 µm (figure 1.1.5). Coupled to a
drift electrode above and a readout electrode below, it acts as a highly performing micropattern
detector. The main advantages of this detector are high rate capability (>100 kHz/mm2 [10]),
a closed geometry that decouples multiplication regions from one another, flexible geometry
(not necessarily planar) and low mass.

Applying a potential difference between the two copper sides of the GEM (typically 320V
to 450 V), a dipole field as high as 100 kV/cm is produced inside the holes (Fig. 1.1.5). These
act as independent multiplication channels for ionization electrons focused from the ionization
gap above the GEM into the holes. These electrons generate secondary electrons in the high
electric field within the holes, resulting in an electron avalanche. The gas amplification depends
upon the applied potential across the holes.

In a single-GEM detector, the avalanche leaves the hole and drifts towards the readout
plane. Since the GEM gain is limited to ∼104, to reach a higher gain one needs to arrange
GEMs in a cascade. The avalanche electrons created in the first GEM then drift (with some
lateral diffusion) in the transfer gap between the first and second GEMs and then go through
second multiplication; This allows the overall maximum gain to be boosted up to 106. Figure
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Figure 1.1.5: A schematic drawing of the GEM. Field lines and equi-potentials are shown as
well [9]

1.1.6 shows the DHCAL elements with double-GEM sampling elements. Figure 1.1.7 shows a
schematic view of a triple-GEM detector, comprising three amplification stages.

Active elements utilizing RPCs, the have yielded so far an average multiplicity of 1.5-2 at
90-95% efficiency [6]. Detection elements based on MICROMEGAS, have demonstrated 98%
efficiency with a 1.1 average multiplicity [8]. Elements based on double GEMs have shown so
far a multiplicity of ∼1.3 at 95% efficiency [11].

1.1.3 The Thick Gas Electron Multiplier (THGEM)

A relatively new variant of the GEM is the Thick Gas Electron Multiplier (THGEM), suggested
in 2004 by the Weizmann Institute (WIS) group2 [13]. The THGEM has a hole structure similar
to the GEM (figure 1.1.8) but with about 5-20 fold expanded dimensions. The larger thickness
(typically 0.4-0.8mm) makes the THGEM a robust structure, which can be easily mounted
over large areas, such as needed in the SiD DHCAL. While its spatial resolution is an order of
magnitude lower than that of the GEM (0.3-0.7mm [14, 15]), this does not pose a problem for
many applications for which the higher GEM resolution is an overkill such as sampling elements
for DHCAL.

THGEM’s are economically produced in the printed-circuit board (PCB) industry by simple
drilling through insulating (e.g. G-10) plates, copper-clad on both sides. Drilling is followed by
chemical etching, creating concentric insulating rims around the hole edges (this was found to
considerably reduce the discharge probability). The thickness t, hole diameter d, hole distance
a, and the rim size h, may be chosen to meet the requirements.

The THGEM’s operation principle is basically the same as that of the GEM (figure 1.1.9):
a potential difference is applied between the electrodes, creating a strong dipole electric field
within the holes. Electrons are generated by incoming ionizing radiation (x-rays or charged
particles) in the drift region above the THGEM, or - for UV radiation - by photoelectric
absorption in a solid radiation converter (e.g. a CsI photocatode). These electrons drift under

2Similar structures, the Large Electron Multiplier (LEM) [12] and the Modified GEM were suggested by A.
Rubia and V. Peskov, respectively. The THGEM differs by the rim incorporated around the holes to prevent
discharges.

6



Figure 1.1.6: GEM DHCAL Concept, here with double-DEM elements placed between iron
plates [2]

Figure 1.1.7: Schematic view of the detector with three GEM foils .

the influence of the electric field towards the THGEM holes, where they are multiplied in an
avalanche process, similar to the GEM but with somewhat lower fields (∼10-20 kV/cm).

For electrons generated in the drift gap a drift field of 0.1-1 kV/cm is required, according
to the application (in fields lower than ∼0.1 V/cm electrons and ions would recombine in the
gas). The avalanche electrons are either collected by a readout anode following the THGEM,
or are transferred to a second amplification stage.

Like GEMs, THGEMs have closed geometry, where each hole acts as an independent mul-
tiplier. The avalanche is confined within the holes, so that photon-mediated secondary ef-
fects are strongly reduced, leading to high gain operation in a large variety of gases. Unlike
”open-geometry” detectors, which require large concentrations of quenchers, for THGEMs the
quencher fraction in the gas mixture can be kept low, leading to lower operational voltages at
high gains.

The electron collection is more effective than in the GEM because the THGEM’s hole-
diameter is larger that the electron’s transverse diffusion range when approaching the hole [16].
The results of systematic studies of THGEM-based detectors, operating at atmospheric and
low gas pressures, have been extensively reported in Refs. [19, 20]. Due to the large hole
size, efficient electron transport and reduced photon- and ion-feedback, the THGEM has stable
operation in a large variety of gas mixtures, including noble gases. High gains of >104 and >106,
were reached in single- and double-THGEM detectors, respectively at 1 atm of Ar/CH4(5%) and
Ar/CO2(30%) [19, 21]. When operating with Ne/CH4 mixtures, single-photoelectron effective
gains in the range of 105 and 107 are reached with single- and double-THGEM (0.4 mm thick)
multipliers [22]. Single-THGEMs with a thickness of 0.8 mm provided single photoelectron
effective gains of the order of 10 7 and 10 6 in Ne and Ne/CH4 mixtures respectively [22].
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(a) (b)

Figure 1.1.8: THGEM: (a) Photograph of typical THGEM electrode: the one shown has a
hole-diameter of d=0.4mm with 0.1mm etched rim, spaced by a=1mm. The thickness is
t=0.5mm. Ref. [16]; (b) Scheme of operation principle: UV-photon/MIP detector with 3
cascaded THGEMs and a reflective CsI photocathode on top of the first one Ref. [17].

Compared to argon-based mixtures, neon-based mixtures allow for higher gains for the same
THGEM voltage. Effective gain curves of THGEMs are shown in figure 1.1.10.

1.1.4 Motivation and Goals

Space limitations and magnet costs of the ILC-SiD detector dictate a very narrow sampling-
element gap, including readout chips, of 8mm. A thin THGEM-based detectors may be attrac-
tive as DHCAL sampling element because of its simplicity, thickness and robustness, accom-
panied by sub-mm spatial resolution, few-ns temporal resolution and up to 1 MHz/mm2 rate
capability [16, 22]. The R&D work described in this report was focused on developing sampling
elements for the SiD DHCAL; the structures conceived here were evaluated with respect to their
ability to meet the requirements of this application − namely: high detection efficiency, low
pad multiplicity and small overall thickness, while keeping a low discharge rate and intensity.

We gained considerable experience with THGEM detectors as potential elements for differ-
ent applications. In the configurations presented above, avalanche electrons induce detectable
charges on a segmented readout anode, during their drift towards the anode in an induction
(collection) gap. In this work we consider alternative structures, where the readout anode is in
contact with the THGEM bottom electrode − closing the THGEM holes (in a WELL configu-
ration). By giving up the induction gap, this configuration allows designing very thin detectors,
which may be highly advantageous for DHCAL and other applications as discussed below. The
particular field shape of the proposed structure is similar to that of the CAT [23], WELL [24]
and closed-geometry GEM [25, 26].

The new configurations studied here aim at reducing the energy and thus the consequences
of occasional discharges occurring in gas-avalanche detectors. The latter occur once the total
number of radiation-induced avalanche electrons exceeds a certain detector structure-dependent
threshold, known as the Raether limit (of typically 107-108 electrons) [27]; when the avalanche
charge exceeds this limit a thin plasma filament (streamer) is formed, shortening the cathode
and anode (e.g. the top and bottom electrodes in the case of THGEM), causing a discharge
(’spark’). Discharges constitute a major limitation, damaging both the electrodes and readout
electronics and introducing long dead-times of the detector.

Discharge mechanisms are described in ref. [28]. Discharges that are of particular concerns in
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Figure 1.1.9: The operation principle of the THGEM demonstrated by the GARFIELD [18]
simulation code at low THGEM gain (∼30): electrons originating from gas ionization or from
a semitransparent or reflective photocathode are focused into the holes, where they undergo
avalanche multiplication. Depending on the size and direction of the transfer field Etrans,
avalanche electrons are further transferred to a readout electrode, to a second multiplier, or
are collected at the THGEM bottom electrode as shown here with a reversed Etrans. From ref.
[19].

applications involving operating a gaseous detector in the presence of highly ionizing radiation
background. One particular example is Digital Hadron Calorimetry project, where we aim
detecting minimum ionizing particles at the presence of hadronic background − inducing highly
ionizing recoils.

Some of the closed-hole THGEM structures investigated in this work, employ a resistive
anode to protect the detector against discharges - an idea that has been attracting much
attention in the MPGD community lately [29, 30, 31, 5]. The protection is two-fold: first,
since the resistive layer is decoupled from the readout pads, the readout electronics is not
subject to direct high instantaneous currents during a discharge; second − as in resistive plate
chambers (RPCs) [5], the long clearance time of electrons from the bottom of the hole leads
to a substantial reduction of the local electric field and blocks the discharge before the entire
charge on the detector is depleted.

1.2 Beam tests of THGEM-based sampling elements

1.2.1 Experimental setup and methodology

To asses the potential THGEM sampling element, beam tests were conducted at the CERN
SPS/H4 RD51 beam-line, with different THGEM-based detector configurations. The THGEM
electrodes used in this work were 10x10 cm2 in size, manufactured by 0.5 mm diameter hole-
drilling in 0.4 mm thick G10 plates, Cu-clad on one or two sides; the holes were arranged in an
hexagonal lattice with a pitch of 1 mm; 0.1 mm wide rims were chemically etched around the
holes. These parameters were chosen based on previous optimization studies [19]; in view of
previous experience with neon mixtures [22, 32], the detectors were operated in Ne/CH4(5%),
where minimally ionizing particles (MIPs) in the relevant energy range deposit on the average
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Figure 1.1.10: Single-THGEM effective-gain curves obtained with with single UV photons
(CsI photocathode; Edrift = 0) in Ne, Ne/CH4 mixtures and in Ar/CH4(5%). The maximum
effective gain reached in each gas, in the same detector, with 8 keV x-rays is also shown (Edrift
= 0.2 kV/cm). THGEM geometry: t = 0.8 mm, d = 0.6 mm, a = 1.0 mm, h = 0.1 mm. From
ref. [22].

a total number of ∼60 electrons per cm along their track [33]. The experiments were performed
with 150 GeV/c muons and pions.

The main detector configurations investigated comprised either a single-THGEM, (with a
drift gap of 3-4 mm and an induction gap of 2 mm), or a double-THGEM (with a 3 or 10 mm
drift gap, 2 mm transfer gap and 2 mm induction gap) (fig. 1.2.1). Single-THGEM operation
at beam conditions was done at a gain of 1−2×103; the double-THGEM detector was operated
at a total gain of 4−8×103. The respective voltage settings are provided in the results section.

The detector was operated with an external trigger, provided by the RD51 GEM/MICROMEGAS
tracker telescope setup [34, 35] with its three 10×10 cm2 scintillators in coincidence. The HV
power supply was remotely controlled with the CAEN SY2527 controller, using A1833P and
A1821N boards. The voltage and current on each channel were monitored using dedicated
RD51 slow control system [36]. All inputs were connected through RC filters (a 15 MΩ resistor
+ 1 nF capacitor).

The core of the beam studies was performed using an array of 8×8 1 cm2 Cu pads, coupled
to KPiX readout electronics [37]. KPiX is a multi-channel system-on-chip, for self-triggered
detection and processing of low-level charge signals, whose development was motivated by
the SiD for the ILC. Because the intended application is for a pulsed accelerator (ILC), data
acquisition proceeds for a period of up to 3 ms, followed by readout of digital data. This resulted
in a limited electronics readout efficiency of ∼3% for the test run. The version of KPiX used
in these tests contained 512 channels, of which only 64 were wire-bonded to the 8×8 array of
pads.

Studying the possible damping of occasional spurious discharges, a preliminary experiment
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Figure 1.2.1: Single- and double-THGEM configurations. The metal readout pads collect the
direct avalanche charge.

was also done in beam conditions with a resistive anode in contact with the THGEM, in
a configuration named Resistive WELL, or RWELL for short − this configuration (see Fig.
1.4.1) is fully described in section 1.4 below.

All experiments described in this section were performed with Ne/CH4(5%).

1.2.2 Beam test results

Prior to our recent investigations with KPiX readout, the 10×10 cm2 detector properties in
different configurations were studied with discrete electronics.

Figure 1.2.2(A) shows an example of the pulse-height distribution recorded with muons
in a narrow single-THGEM configuration (3 mm drift gap, 2 mm induction gap). Here, the
charge signals from the central four 1 cm2 pads interconnected were recorded with a single
charge sensitive preamplifier/linear-amplifier/MCA. Data acquisition was triggered by the three
telescope scintillators, in coincidence with a 0.5×1 cm2 scintillator positioned in front of the
detector’s center. The detector was operated at a gain of ∼1.1×103, with negligible discharge
probability (of the order of 10−6 or lower). The detection efficiency (recorded events per number
of triggers) as a function of THGEM voltage is shown in figure 1.2.2(B). Note that in this
configuration, the total width of the detector was 5.5 mm.

Initial investigations with KPiX were done with double-THGEM configurations, which al-
lowed operation at relatively high gains with low discharge rates. Figure 1.2.3 shows examples
of Landau distributions recorded with KPiX in double-THGEM structures, with a broad muon
beam covering the entire detector area and with a narrow pion beam of a few mm in diame-
ter impinging on the central area. The respective local rates for muons and pions were a few
Hz/cm2 and a few kHz/cm2. The detector was investigated with drift gaps of 3 and 10 mm;
in both cases the transfer and induction gaps were 2 mm wide. The applied voltages were
asymmetric, with 610 V across the first THGEM and 510 V on the second. The drift-field was
650 V/cm for the 10 mm drift gap and 200 V/cm for the 3 mm one. In this configuration
and voltages, the effective gain was in the range 4-8×103. The pulse-height distributions were
obtained by recording, for each trigger, the sum of charge over the pad which displayed the
highest signal and its 4 neighbors. The data shown in fig. 1.2.3 is preliminary, in the sense that
it contains empty-trigger events with particles passing outside of the detector’s active area. In
this case, KPiX simply stored the amplitude of the noisiest channel, shown as the noise peak
in the lowest charge bins. In principle, this effect can be mitigated by discarding events whose
locations in the tracker fall outside of the region overlapping the detector’s active area. This
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Figure 1.2.2: (A) Charge distribution of muons recorded with a 10×10 cm2 single-THGEM
detector (3 mm drift and 2 mm induction gaps) using a charge sensitive preamplifier connected
to 4 pads. Ne/CH4(5%); gain 1.1×103. The line matching the distribution is a Landau fit to
the data. (B) Muon detection efficiency vs. THGEM voltage for the same configuration.

line of analysis is still in process.

All of the double-THGEM configurations displayed low discharge rates, with probabilities
< 2 × 10−6 sparks/event - for both muons and pions (for both 3 and 10 mm drift gaps), as
averaged over 7-8 hours of operation in beam per given configuration. Since in some runs there
were no discharges, this value can be considered as an upper limit on the actual discharge
probability for the double-THGEM structures in these operation conditions.

Further investigations were performed with a single-THGEM configuration of a 4 mm drift
gap and 2 mm induction gap. To resolve the most probable value (MPV) from the empty-
trigger noise, the detector was operated at a gain of ∼ 1 × 103, resulting in higher discharge
probabilities: ∼ 1× 10−5 for muons and ∼ 1× 10−4 for pions. Figure 1.2.4 shows the Landau
spectrum obtained in this configuration for a broad muon beam and a narrow pion beam. In
both cases the THGEM voltage was 700V, the drift field was 325 V/cm and the induction field
1 kV/cm. KPiX triggers following a discharge were removed from the analysis. The empty-
trigger noise was removed in this case by placing a cut at 1.5 fC and the Landau fit was forced
to go through zero, yielding an MPV of 9 fC for both muons and pions.

The average pad multiplicity (average number of pixels triggered per event) was estimated
for the single-THGEM runs, by counting the number of neighboring pixels with a signal above
1 fC for all events where the maximum signal (main hit) was above 1.5 fC. Multiple-pixel hits
during sparks were removed from the analysis. The resulting average pad multiplicity was 1.14
± 0.03 for muons and 1.18 ± 0.02 for pions.

Efficiency measurements with KPiX in external trigger mode require either event matching
between the detector and tracker. However, since it has already been demonstrated that a
single-THGEM with a 3 mm drift gap can reach 96% efficiency (fig. 1.2.2), it can be safely
estimated that a similar level of efficiency can be obtained for a single-THGEM detector coupled
to KPiX with the empty triggers removed, since the typical KPiX noise is ∼0.3 fC. One should
recognize, however, that multiplicity and efficiency are coupled through the threshold, and
hence setting a low threshold to obtain a high efficiency may lead to higher multiplicity values.
To get the multiplicity level mentioned above (1.1-1.2), the threshold should be set to ∼1-1.5
fC. By calculating the area below the Landau distribution function, one can show that this
would require the MPV to be at ∼3-5 fC (detector gain of ∼1-2×103) to keep the efficiency at
∼95% or higher.
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Figure 1.2.3: Landau distributions of muons and pions, recorded with KPiX, in two double-
THGEM configurations with 3 mm (A,B) and 10 mm (C,D) drift-gap. Detector effective gains
and most probable values (MPVs) are indicated in the figures. The muon rates (broad beam)
were of a few Hz/cm2; that of the pions (narrow beam) were a few kHz/cm2. (See text for
more details).

A preliminary test was also done with the RWELL configuration in beam conditions. Figure
1.2.5 shows the Landau distribution obtained with an RWELL (see configuration in Fig. 1.4.1),
with the discrete readout electronics. Unlike the regular single-THGEM structure, the WELL
with resistive anode allowed raising the gain to ∼ 4× 103 (THGEM voltage of 710 V) with no
evidence of discharges under a muon beam (discharge probability < 2× 10−6).

1.2.3 Conclusions

In the beam test, we showed that THGEM-based detectors could comply with the DHCAL
requirements - a low pad multiplicity (1.1-1.2) with a high efficiency (>95%). However the
thickness and robustness of the active elements play a major rule in the choice of the appro-
priate detector. Decreasing the active gap size, i.e. making thinnest possible efficient detector,
would significantly lower the cost of a whole SiD detector mainly dictated by that of the su-
perconductive magnet. This motivated further studies described in the following sections.

1.3 The Thick-WELL (THWELL)

1.3.1 Structure and motivation

In this section we describe the properties of the Thick-WELL structure (THWELL for short),
the simplest structure studied in this work. The THWELL comprises a standard THGEM
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Figure 1.2.4: Landau distributions recorded with KPiX, in a single-THGEM configuration with
a 4 mm drift gap and 2 mm induction gap: (A) broad muon beam; (B) narrow pion beam.
Empty triggers were removed by setting a cut at 1.5 fC. Discharge probabilities were ∼ 1×10−5

for muons and ∼ 1× 10−4 for pions at detector gain of 3× 103. (See text for more details).

with a copper layer on its top side only (single-faced THGEM), whose bottom side is in direct
contact with a readout anode, as shown in figure 1.3.1.

The basic motivation for this structure is the reduction of the total thickness of the detector
due to the absence of the induction gap. However, as will be shown below, this structure has
additional benefits, namely a higher gain for a given voltage (compared to the regular THGEM
structure with an induction gap) and a lower discharge rate for the same gain.

1.3.2 Gain

Experimental setup Gain measurements, as well as all other measurements in this section,
were performed using 3x3 cm2 THGEM electrodes. Their parameters were: thickness t =
0.4 mm, hole spacing a = 1 mm, hole diameter d = 0.5 mm and rim size h = 0.1 mm (i.e.,
rim diameter 0.7 mm). The electrodes were prepared by drilling a hexagonal hole pattern in
copper-clad G-10 plates (either single or double-faced), followed by etching to create the rims.
All electrodes were first tested in air, by applying 1.5 kV across their two sides and measuring
the leak current (typically of the order of 0.1 nA). For the single-faced electrodes, this was
performed by placing the THGEM bottom in contact with a conductive base and applying the
voltage between the THGEM top and the base.

The THGEM was mounted inside a 10 cm diameter aluminum vessel with 200 micron thick
Mylar window (see fig. 1.3.2).

The drift mesh used comprised 50 micron thick stainless steel 304 wires arranged in a square
pattern with 0.5 mm spacing. The detector was operated with Ne/CH4(5%) at 1 atm flushing
at a typical flow of 40 sccm. A two-stage oil bubbler was used at the outlet of the chamber.

The detector was irradiated using an x-ray generator (XTF5011 - Oxford Instruments)
having a Cu anode, operated at 20 kV, producing 8-keV x-rays on top a Bremsstrahlung
background. A second Cu foil was used as a filter to attenuate the Bremsstrahlung component.
The beam was collimated using a 0.5 mm aperture at the end of a 20 cm long tube. Figure
1.3.3 shows a comparison between the spectra measured with and w/o the second Cu foil, with
the THWELL detector operated in the above conditions, using the amplification chain and
multichannel analyzer described below.

The detector electrodes were biased using one or more CAEN N471A power supply units,
through low pass filters (R=20MΩ C=10nF). The DC current from the detector anode was
measured using a Keithley 610CR electrometer as a function of the applied high voltage. The
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Figure 1.2.5: Landau distribution recorded with the RWELL configuration. THGEM voltage
was 710 V. No discharges were observed during the measurement (discharge probability <
2× 10−6).

electrometer was connected to the anode through a 20 MΩ resistor. The x-ray flux was set such
that the current drawn from the detector was smaller than 10 nA to limit the voltage drop on
the resistor (∆V = IR < 10 · 10−9× 2 · 106 = 10mV ) and thus not affect the voltage difference
across the THWELL or induction gap.

Gain measurements consisted of two complimentary steps. The first step comprised mea-
suring the anode current as a function of the voltage across the THGEM for a fixed x-ray flux,
keeping the drift field fixed at 0.5 kV/cm (for the induction gap configuration, the induction
field was kept constant at 0.5kV/cm or 1.0 kV/cm). This allowed scanning the entire range of
THGEM voltages (e.g., 0-750 V). The second step comprised measuring the effective gain in
pulse mode for a high THGEM voltage (typically 700-750 V) with a calibrated amplification
chain. This was done in order to normalize the full gain curve measured in the DC current
mode. Pulses were measured with a charge sensitive preamplifier (ORTEC 124), followed by
shaping amplifier (ORTEC 572A) and further recorded by a multi-channel analyzer (MCA,
Amptek MCA8000A). A protection circuit comprising two diodes connected back to back in
parallel with a 10kΩ resistor was used between the anode and preamplifier. The amplification
chain was calibrated using a 10 pF capacitor, applying a square wave voltage signal from a
pulse generator, to inject a known charge to the preamplifier and record the MCA response
(i.e., give the relation between MCA channel and injected charge).

The effective gain was calculated in the pulse-mode measurements by dividing the centroid
value of the Gaussian-like peak recorded on the MCA by the primary charge (the total charge
deposited in the gas following the absorption of an x-ray photon):

G = QMCA/Qp (1.3.1)
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Figure 1.3.1: Schematic drawing of the THWELL structure (including the THGEM and drift
electrode). The THGEM bottom is in direct contact with the anode.

(a) (b)

Figure 1.3.2: Experimental setup: (a) side view of the chamber, x-ray generator, Cu targets
and collimator; (b) inside view of the detector.

where:

Qp = qenp = qe
Ex−ray
W

(1.3.2)

Here qe = 1.6 · 10−19 is electron charge, np is the number of primary electrons, Ex−ray is the
x-ray energy and W is the average energy required to produce a single electron-ion pair for
the gas mixture (’W value’). For 8 keV electrons and Ne/CH4(5%) with W = 35.6eV [33],
Qp ≈ 0.036fC.

Results Figure 1.3.4 shows the gain curves measured for the THWELL and induction-gap
configurations, for an induction gap of 2.3 mm and induction fields of 0.5 and 1.0 kV/cm. The
curves end at a THGEM voltage where the spark rate was of the order of a several sparks per
minute.

Note that even for the higher induction field (Eind=1kV/cm), the THWELL reaches a higher
gain compared to the induction gap configuration at the same voltage.

Analysis The different properties (gain, in particular) of the THWELL and induction-gap
configurations stem from the different shapes of the corresponding electric fields. The fields of
both structures were calculated using MAXWELL3D v11 [38] and are shown in figure 1.3.5.
The plot depicts the field strength along the central axis of the structure (z-axis). While the
maximum of the field strength in the induction-gap configuration is at the center of the hole,
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Figure 1.3.3: X-ray tube spectra measured with the THWELL detector with and w/o Cu filter

(a) (b)

Figure 1.3.4: Gain curves for the THWELL and induction-gap configuration, measured with 8
keV x-rays. The induction gap was 2.3mm, and the induction field was either 0.5 or 1kV/cm.
The detector parameters were t=0.4, d=0.5, a=1.0 and h=0.1 mm. Gas: Ne/CH4(5%), flow
mode. The drift gap was 1cm with 0.5 kV/cm drift field

the field continuously increases towards the anode in the THWELL. Thus, in the THWELL
the last generations of the multiplication avalanche are subject to a higher field than in the
induction-gap structure. This results, as was shown in figure 1.3.4, in a higher gain for a given
THGEM voltage in the THWELL configuration.

The higher field in the THWELL compared to the induction gap configuration is expected
to produce a higher gain for same voltage. A rough theoretical estimate for this effect can be
made as follows. The multiplication factor for an avalanche developing along the z axis between
two points is given by (eq. 24 in [33]):

Gain = exp

[∫
α(z)dz

]
(1.3.3)

where α(z) is the first Townsend coefficient defined as the inverse mean free path for ionization
(λ):

α =
1

λ
(1.3.4)

The first Townsend coefficient is a transport parameter used to describe the charge growth in
a detector operating in avalanche mode. This coefficient represents the number of electrons
created per unit of length by a primary electron, along the electric field direction and depends
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Figure 1.3.5: Comparison of the electric field inside the THGEM holes along the central axis
in the induction-gap and THWELL configurations, as calculated using MAXWELL3D.

on the gas composition and on the strength of the electric field. For a uniform electric field
(e.g. in parallel plate detectors), the multiplication is given by:

n(z) = n0e
α(E)d (1.3.5)

where d is the width of the detector.
Townsend coefficient for Ne/CH4(5%) mixture vs. the electric field strength are shown in

fig. 1.3.6.

Figure 1.3.6: Townsend coefficient calculated using Magboltz 7 [39] for Neon/CH4 95:5% gas
mixture

Using field strength calculated for THWELL and induction gap configurations (Figure
1.3.5), and the first Townsend coefficient (Figure 1.3.6) we can compare multiplication for
both configurations. The numerical calculation for t = 0.4mm, induction gap of 2mm and
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∆VTHGEM = 700 gives factor ≈ 8 in the measured gain. The simulated gain from equation
1.3.3 differs from the effective gain of the detector, shown in figure 1.3.4 where measured gain
ratio was ≈ 10. The effective gain is a the product of the collection efficiency of primary elec-
trons, the multiplication factor inside the hole and the fraction of avalanche electrons reaching
the anode (when the signal is read inductively behind a resistive layer, the effective gain also
includes the transparency to the induced charge of the resistive layer). The first Townsend coef-
ficient obtained from Magboltz [39] simulation also does not include possible Penning transfers3.
Note, however, that in the structures studied in this section the collection efficiency is essen-
tially 1 and for an induction field of 1 kV/cm the fraction of avalanche electrons reaching the
anode is >85%.

1.3.3 Pulse shape

The THWELL differs from the induction gap configuration not only in its field distribution and
gain, but also in the pulse shape measured on the anode. The pulse shape is governed by the
current induced on the anode by the moving charges of the avalanche both electrons and ions.
The induced current on the anode for a moving point charge is given by the Ramo’s theorem
[40]:

i(t) = qEw · v (1.3.6)

where q is the charge, v is the velocity and Ew is the ’weighting field’, calculated by applying
unit potential to the selected electrode (here, the anode), with all other electrodes at zero
potential and all charges removed. When there are both electrons and ions present with some
arbitrary charge density distributions ρel(r, t) and ρion(r, t), the induced current is given by:

i(t) =

∫
ρel(r, t)Ew(r) · vel(r)dr +

∫
ρion(r, t)Ew(r) · vion(r)dr (1.3.7)

where the drift velocities depend on the position through the field. In the THWELL configura-
tion the contribution of the ions to the induced signal on the anode is much larger than in the
induction gap configuration, primarily because the ions are moving in a region with a 15-fold
larger weighting field, as shown in figure 1.3.7.

(Note that the ion drift velocity is also somewhat larger in the THWELL hole, particularly
near its bottom). The larger ion contribution is shown experimentally in figure 1.3.8, which
compares the preamplifier (ORTEC 124) pulse shapes measured on the anode for the two
configurations.

The main difference between the pulse shapes is that the signal peak in the THWELL
configuration is delayed by ∼0.6µsec compared to the induction gap configuration. The delay
of the peak is of the order of the ion drift time inside the hole. The ion drift time can be roughly
estimated using the mobility of Ne ions in the Ne-CH4 mixture. The mobility µ is defined in
[41] as the proportionality factor between the ion’s drift velocity vD in a gas and the electric
field strength E divided by the pressure p:

µ :=
vD
E/p

[
cm2

V·sec
· Torr

]
(1.3.8)

The mobility of neon ions in pure neon at 1 atm is 4.1 cm2

V sec
[42], the mobility of CH4 ions in

pure CH4 at 1 atm is 2.26 cm2

V sec
[33]. For a given (constant) mobility, the drift time of Ne ions

3Penning effect − when the excited noble gas (e.g. neon with exited stated above 16eV) can ionize quencher
(e.g. CH4 with ionization potential of 12.65eV)
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Figure 1.3.7: The weighting field (Ew) in the THWELL and induction-gap configurations
(induction gap of 2mm). The weighting field at the center of the hole is 15 fold larger in the
THWELL (calculated using MAXWELL3D [38]).

created at height a above the anode through the hole is given by:

τ =
1

µ

∫ t

a

dx

E(x)
(1.3.9)

A plot of the ions drift time to the top THGEM face, vs z ionization point (z=-0.2 is the anode)
is shown in figure 1.3.9. The drift time of the ions in the hole is approximately estimated to
be:

〈τDRIFT 〉 =

∫
τ(z)dM(z′)

dz′
|z′=zdz∫

eα(z)dz
= 0.7µsec (1.3.10)

where M(z) is the multiplication (or a gain - eq. 1.3.3) factor for electron arriving from the
top (t) to z, and given by:

M(z) = exp

 t∫
z

α(z′)dz′

 (1.3.11)

The calculations are consistent with the measured time in figure 1.3.8.

1.3.4 Study of discharges in the THWELL and induction-gap con-
figurations

A direct discharge to the readout anode may cause irreversible damage to the electronics.
Thus a potential disadvantage of the THWELL is that, unlike the case where an induction
gap separates the THGEM from the readout plane (with discharge current shared between
electrodes), all of the charge released during a spark reaches the anode. In order to gain
quantitative understanding of this phenomenon, the rate and magnitude of discharges in the
THWELL configuration were studied and compared to the induction-gap case. As part of the
study, the partition of charge between the THGEM bottom and anode in the induction-gap
configuration was also investigated. Discharges were recorded by reading the current provided
by the CAEN N471A power supply (PS), following a spark using the IMON terminal. The IMON

signal was recorded using a National Instruments data acquisition card (NI USB-6008). Figure
1.3.10 shows an example of such a current pulse.
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Figure 1.3.8: Signal shapes from the THWELL and induction-gap configurations measured
with a charge sensitive preamplifier.

Note that the relatively long timescale (∼1 sec) of these pulses reflects the response of the
power supply to the discharge, rather than the dynamics of the spark itself. The detector
was irradiated using the OXFORD x - ray tube with double Cu targets. Operating in the
proportional mode a constant current was measured from the IMON terminal. The constant
current is given by:

I0 = np ·G · f · qe (1.3.12)

where np is the number of primary electrons, G is the effective gain of the detector and f is
the rate of x-ray absorption in the drift gap.

Once a discharge between two electrodes occurs, the electrodes are discharged and charged
back by the PS to reach their set voltage. The total amount of the charge in the spark can
be calculated by integrating over this current, subtracting the constant current measured in
proportional mode:

Qspark =

∫ t2

t1

(I(t)− I0)dt (1.3.13)

Note that the total charge is composed of the charge stored on the THGEM itself, and on the
coaxial cable connecting the power supply and the detector electrode (which acts here as a
cylindrical capacitor). The cables have a capacitance of 50-100 pF/m. Most of the length of
the cable was decoupled from the detector with a 20MΩ resistor, but still a short segment (of
∼50cm) was connected to the detector adding parasite capacitance to the system. Figure 1.3.11
shows the discharge probability (number of discharges divided by number of x-ray absorption
events) for the THWELL and induction gap configuration, as a function of the detector effective
gain. The induction gap was 2.3mm and the induction field 0.5kV/cm.

The measurements were carried out over 20-30 hours. As is evident in the figure, the
discharge probability at a given gain is significantly lower for the THWELL configuration. The
typical number of discharges measured at a given voltage was 4-10 spark per hour. When a
discharge occurs in the THWELL, all of the charge goes to the anode. With a total capacitance
of ∼150 pF (THGEM + cable), this gives ∼100 nC at a THGEM voltage of 700 V. For the
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Figure 1.3.9: Ion drift time vs ionization point (z)

Figure 1.3.10: Current pulse from IMON of the power supply during a spark, recorded from the
top of the THGEM electrode.

induction gap configuration, however, only part of the spark charge reaches the anode, with
the remaining charge ending on the THGEM bottom.

The fraction of spark charge reaching the anode for the induction gap case was calculated
by measuring the spark charge on the anode QA and on THGEM bottom QB using the IMON

terminal on the respective high voltage channels:

fanode(spark) =
QA

QA +QB

(1.3.14)

This was compared to the fraction of the signal reaching the anode in proportional mode:

fanode(signal) =
I0A

I0A + I0B
(1.3.15)

where I0A and I0B are the DC currents measured on the anode and THGEM bottom respectively
in proportional mode.

Table 1.1 summarizes the measurements of the discharge magnitude (spark charge) and
fraction of spark and signal charge reaching the anode for varying values of the induction field
(for an induction gap of 2.3 mm), in comparison to the THWELL. Interestingly, for a an
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Figure 1.3.11: Discharge probability vs gain for the THWELL and regular THGEM with 2.3
mm induction gap. The measurements were done with 0.5mm diameter collimated 8 keV x-ray
beam, at flux of 10kHz/mm2

induction field of 1 kV/cm, only 1% of the spark charge reaches the anode, while, in the same
conditions the anode collects >85% of the charge of a normal signal.

Configuration Spark Charge (nC)
Fraction of spark Fraction of signal

on the anode on the anode
THWELL 1.5 · 102 100% 100%

Ind. gap 0.5kV/cm 2.0 · 102 < 1% Not measured
Ind. gap 1kV/cm 2.0 · 102 < 1% >85%

Ind. gap 1.5kV/cm 2.0 · 102 25% >95%
Ind. gap 2kV/cm 2.5 · 102 50% >99%

Table 1.1: Spark charge and spark and signal fraction at the anode measured with the THWELL
and THGEM with induction gap configurations, at a gain of 104, Gas: Ne/CH4(5%).

1.3.5 Discussion

The THWELL offers several advantages over the conventional THGEM with an induction gap:
a thinner detector configuration and a lower discharge probability for a given gain, probably as
a consequence of the different field distribution at the hole edge. On the other hand, the absence
of an induction gap may be problematic with sensitive readout electronics, as the entire spark
charge of ocasional (more rare) discharges goes directly to the readout circuity. To circumvent
this problem, one may consider adding some spark-protection mechanism, either to the detector
structure itself, or to the readout electronics, or to both. One such possibility, which will be
discussed in the following sections, is the use of a resistive anode for spark quenching.
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1.4 Well-THGEM with resistive anode (RWELL)

1.4.1 Motivation

A possible solution investigated here for discharge quenching in THWELL configuration is
to close the THGEM hole with a resistive layer on top of an insulating substrate, with the
conductive readout pads underneath. In this scheme the pads pick up the signal inductively,
rather than directly. Thus, if a spark occurs its charge does not flow directly to the readout
electronics. This configuration was tested in a beam, as discussed in Chapter 1.2 above (Fig.
1.2.5).

The use of a resistive layer has a second advantage: it allows a dramatic reduction in
the discharge magnitude by holding the charge in the region of the hole for a certain time.
In contrast to a conductive anode, where the relaxation time (i.e., the typical time for the
conduction electrons to rearrange) is of order of attoseconds (τ ≈ ε0

σ
where σcu = 6·107Ω−1m−1),

on the resistive surface the diffusion time of the electrons out of the hole bottom is of the order
of ≈ 10ns [43].

Once a discharge occurs in the hole, electrons accumulate on the resistive layer. The presence
of the charge switches off the electric field in a limited area around the point where the discharge
occurred [5]. This quenches the magnitude of the discharge blocking additional charge transfer
between the THGEM top and hole bottom before the entire electrode is depleted.

1.4.2 Geometry and preparation

The resistive layers used in this work were produced by spraying a mixture of graphite particles
and epoxy binder on 200 microns thick G-10 insulating sheets [44]. The graphite concentration
determined the surface resistivity of the layer, typically ranging from∼100 kΩ/� to∼10 MΩ/�.
The G-10 sheet with its resistive coating was mounted on top of the readout pads, immediately
below and in direct contact with the bottom of the single-faced THGEM, forming the resistive
THWELL, or RWELL for short (figure 1.4.1). A copper terminal on the side of the coated
G-10 sheet was used to connect the resistive layer to ground.

Figure 1.4.1: Resistive WELL (RWELL) configuration. The single-faced THGEM is set on
top of a resistive layer deposited on a thin G10 sheet (here 0.2 mm thick), laid on top of the
readout pads. The pads pick up an induced signal through the resistive film and the thin G10
foil, rather than directly collecting the avalanche charge.
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1.4.3 Gain and pulse measurements

The gain curve of the RWELL configuration was measured and compared to THWELL struc-
ture, using the same procedure described in section 1.3.2. Note that the signal (DC current or
single pulses) was recorded from the copper pads behind the coated G-10 sheet and not from
the resistive layer itself. Gain measurements were taken for a resistive layer of 10 MΩ/�. Since
the transparency (signal transmission) of resistive layers is close to 1 for surface resistivities
larger than ∼1 MΩ/� [45], the gain curve was expected to be the same for the 10 MΩ/�
RWELL and THWELL. This was indeed verified experimentally, as shown in figure 1.4.2.

Figure 1.4.2: Gain curves for THWELL, 10 MΩ/� resistive-WELL (RWELL) and regular
THGEM with 2.3mm induction gap. In all cases the electrode parameters were: thickness
0.4mm, hole diameter 0.5mm, hole spacing 1 mm, rim size 0.1 mm. The gains were measured
in Ne/5%CH4 with 8 keV X-rays.

In addition, there was no significant difference between the pulse shape of signals recorded
with the charge-sensitive preamplifier from the THWELL and 10 MΩ/� RWELL − figure 1.4.3.

Figure 1.4.3: Pulse shapes for the THWELL, 1.3 MΩ/� and 10 MΩ/� RWELLs. The pulses
were measured in Ne/CH4(5%) with 8 keV x-rays with a charge sensitive preamplifier
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1.4.4 Discharges with a resistive anode

The discharge magnitude and probabilities were measured for the 10 MΩ/� RWELL, and
compared to that of the THWELL using the same method as in sec. 1.3.4. The average
spark charge was found to be ≈15 fold lower than for the THWELL. The discharge probability
was also found to be significantly lower for the RWELL, as shown in figure 1.4.4. While the
reduction in discharge magnitude was expected (based on the arguments given in section 1.4.1),
the reduced discharge probability was unexpected and yet to be understood.
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Figure 1.4.4: Discharge probability for the THWELL, 10 MΩ/� RWELL and regular THGEM
with 2.3 mm induction gap. The measurements was done with 0.5mm diameter collimated 8
keV x-ray beam, at flux of 10kHz/mm2

1.4.5 Gain vs. Rate

The delayed clearance of avalanche electrons from the hole bottom could, in principle, affect
the gain of the RWELL structure at high rates, as observed typically in RPC detectors [46]. To
investigate this question, the gain dependence on the rate of radiation was measured using the
Oxford x-ray generator for the 10 MΩ/� RWELL. The results are shown in figure 1.4.5. The
gain drop observed (∼50% at 1MHz/mm2) is similar to that of previous measurements made
with regular THGEM structures [47], suggesting that the main contribution to the loss of gain
at high rates is the clearance time of the avalanche ions from the hole, which is ≈ 1µsec (see sec.
1.3.3), and not the electron spread on the surface of the resistive layer (with the characteristic
time of / 1 µsec).

1.4.6 Charge propagation

Electrons moving on the surface of the resistive layer induce signals on the readout pads under-
neath. We studied this effect experimentally by recording the induced signals on the activated
pad and on the neighboring ones, of 1×1 cm2, with accompanying simulation work to further
understand the observed signal shapes. The simulation was based on a theory given in [48],
whose main points are summarized below.
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Figure 1.4.5: Rate dependence of the gain in the 10 MΩ/� RWELL.

Charge dispersion phenomena The spatial spread of the charge on the resistive layer is
governed by the diffusion equation:

∂ρ(r, t)

∂t
=

1

RC
∆ρ(r, t) (1.4.1)

where ∆ is the Laplace operator, ρ(r, t) is the charge density function, R is the surface resistivity
of the layer and C is the capacitance determined by the spacing between the anode and readout
planes. Here we will denote τ = RC as the characteristic diffusion time constant of the detector.

In the case where the initial charge distribution can be approximated by delta function, i.e.
ρ(r, 0) = δ(r) the solution is a Gaussian:

ρ(r, t) =
1

2(t/τ)
e−r

2/4(t/τ) (1.4.2)

The realistic initial charge profile is not a delta function, and may be better approximated
by a Gaussian distribution of width ω and total charge Q. In this case, the charge density will
be obtained by convolving eq. 1.4.2 with the initial Gaussian:

ρ(r, t) =
Q

2πσ2(t)
e−r

2/2σ2(t)) (1.4.3)

where σ(t) =
√

2(t/τ) + ω2.
The induced charge on a rectangular pad below the resistive layer can be calculated by

integrating the charge density function over the pad area:

Spad(t) =
Q

4

[
erf(

xhigh − x0
2σ(t)

)− erf(
xlow − x0

2σ(t)
)

] [
erf(

yhigh − y0
2σ(t)

)− erf(
ylow − y0

2σ(t)
)

]
(1.4.4)

where x0, y0 is the position of the avalanche, xhigh, yhigh, xlow, ylow are the pad boundaries and
Q is the initial charge after multiplication.

Note that the induced charge equals the total charge on the resistive layer above the pad
area. Note also that equation 1.4.4 is valid regardless of the avalanche position relative to the
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Figure 1.4.6: Schematic of charge dispersion in RWELL cell designed for charge dispersion
studies

pad boundaries. If the x0, y0 is inside the pad boundaries, Spad(t) will be a monotonically
decreasing function. Otherwise, Spad(t) will be initially zero, reach a maximum at some time
tm and will then decrease back to zero. Assume we are irradiating one pad (’primary’) (see
fig. 1.4.6) and measure the induced signal on its neighbor. Assume further that the avalanche
(whose total charge is Q) occurs on the line connecting the pad centers (the pads are identical
squares of side s) at a distance d from the inter-pad boundary. The induced charges on both
pads is given by:

Sprimary(t) =
Q

4
erf

(
s/2√
2σ(t)

)(
erf

(
d+ s√
2σ(t)

)
+ erf

(
d√

2σ(t)

))
(1.4.5)

Sneighbour(t) =
Q

2
erf

(
s/2√
2σ(t)

)(
erf

(
d+ s√
2σ(t)

)
− erf

(
d√

2σ(t)

))
(1.4.6)

In the experimental measurements of signal propagation described below, two parame-
ters were studied: the time at which Sneighbour is maximum, tm, and the ratio of amplitudes
Sneighbour(tm)/Sprimary(0)4. Figure 1.4.7 shows the simulation results regarding these two pa-
rameters as a function of the avalanche distance d from the inter-pad boundary for adjacent
1×1 cm2 pads with ω=0.5 mm (i.e., equal to the THGEM hole diameter). Note that these
curves depend only weakly on ω (results not shown).

The simulation shows that the amplitude of the signal on the neighbor pad will be as high
as ≈10% of that on the primary pad when the avalanche occurs above the primary pad’s center
(assuming ideal electronics). The maximum of the signal will be reached with a delay of 20τsec.
For example 1MΩ/� surface resistivity with C=0.1pF, the time delay = 2µsec.

Signal propagation was measured experimentally in the RWELL structure for different val-
ues of surface resistivity. The setup of the detector is shown on Fig. 1.4.8. The detector was
operated, as before, with Ne/CH4(5%) at 1 atm. The drift gap was chosen to be 3 mm, in
order to avoid alignment systematics. The parameters of the single-faced THGEM were, as
before, t=0.4 mm, a=1mm, h=0.1 mm and d=0.5 mm. The gain of the detector was set to 104,

4In the actual experiment the measured signal on the primary pad has an initial rise reflecting the signal
induced by electron movement in the gas before reaching the anode. The measured signal is also affected by
the response function of the preamplifier. Both effects are not simulated here.
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(a)

(b)

Figure 1.4.7: Simulation of the charge dispersion: (a) Fraction of a signal magnitude measured
on the neighbor pad with ideal readout electronics (whose signal is always proportional to the
induced charge), for pads of 1×1cm2 and infinite resistive layer; (b) The time when the signal
is maximal on the neighbor pad, given in units of τ , vs the distance of the avalanche from the
center between the pads.

and the drift field to 0.5 kV/cm. Two neighboring 1 cm2 copper pads were used. The signal
from each pad was read by an amplification chain comprising an ORTEC 142A charge-sensitive
preamplifier and an OTREC 572A linear shaping amplifier. The amplifiers gain was adjusted to
provide the same average amplitude for both pads (when irradiated under the same conditions).
The preamplifiers input was protected with two diodes connected back to back in parallel with
a 100kΩ resistor, as described in section 1.3.2. The output signal of the linear amplifiers was
connected to a 4-channel Tektronix digitizing oscilloscope or an MCA. A collimated 0.5 mm
diameter 8 keV x-ray beam, produced by the Oxford generator, was used to irradiate one of
the pads (here denoted the ’primary’) and the signal was recorded from both the primary pad
and its neighbor (’secondary’). By triggering on the primary pad, we measured both signals
from the primary and secondary pads. The measured signals are shown on Fig. 1.4.9. The
secondary pad signal has two features:

• Initial negative component due to capacitive coupling between two pads: once a signal
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Figure 1.4.8: Experimental setup for charge dispersion measurements.

Figure 1.4.9: Measured signals from
the two neighboring pads, with the
primary pad irradiated at its center,
5mm away from the inter-pad bound-
ary. The signals shown are averages
over 512 pulses. The horizontal scale
is 1µs/div, Blue - signal from primary
pad; Yellow - signal from secondary
pad. Resistive layer of 5MΩ/�.

appears on the primary pad, an induced signal with opposite polarity appears on the
secondary pad.

• Positive component due to charge diffusion: while the charge diffuses on the resistive layer
it induces a signal first on the primary pad and then on the secondary pads.

The peak of the secondary pad pulse is delayed relative to that of the primary pad. The
duration of this delay ∆t depends both on the distance of the beam from the inter-pad boundary
∆x and on the surface resistivity of the layer, as shown in figure 1.4.10a. The propagation
velocity of the signal can be defined as the ratio ∆x/∆t - the inverse of the slope of ∆t as a
function of ∆x. This velocity is shown as a function of the surface resistivity in figure 1.4.10b.

An estimate for the propagation velocity was derived numerically as shown in figure 1.4.7b.
For given resistance, velocity of charge and signal propagation fit t/τ ≈ (x/a)2 (a quadratic fit
in figure 1.4.7b yields a=0.5 mm) we can express the detector effective capacitance by:

C[pF ] = a2/ (2 · v[mm/µsec] · d[mm] ·R[MΩ/�]) (1.4.7)

For measured velocities in figure 1.4.10b the effective capacitance is ≈ 0.1 pF
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(a)

(b)

Figure 1.4.10: Signal propagation: (a) Time delay between the maxima of the signals on the
primary and secondary pads ∆t as a function of beam distance from inter-pad boundary ∆x.
(b) Signal propagation velocity (the inverse slope of 1.4.10a).

1.4.7 Cross-talk measurements

The application of our detector as sampling elements for DHCAL, requires good understanding
of the cross-talk between pads. The readout philosophy relying on counting pads fired above a
given threshold requires the lowest possible pad multiplicity (average number of pads picking
up a signal per event), which ideally should be as close as possible to 1. At the same time the
electronics threshold be kept low, to assure the highest detection efficiency of pad hits.

The diffusive spread of electrons on the resistive layer in the RWELL can result in a high
pad multiplicity (or cross-talk), with a delay that increases with the distance from the actual
position of the event.

The cross talk between the pads in the RWELL was studied using the same setup employed
to measure the signal propagation (Fig. 1.4.8). By irradiating the primary pad and triggering
on its signal, we measured the ratio between the amplitude of the signal appearing on the
secondary pad and that on the primary one, as a function of the beam distance from the
inter-pad boundary:

f(x) =
SSeconday(x)

SPrimary(x)
(1.4.8)

For example in the oscilloscope image shown in figure 1.4.9, for a resistive layer of 5MΩ/� with
the beam at the pad center, we have SPrimary(5mm) = 2.428V and SSecondary(5mm) = 0.1297V ,
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giving f(5mm) = 0.053 which is >5% of a primary signal. Thus in this case for a gain of 104,
primary charge of nP = 50 electrons (typical MIP-induced charge in a ∼10mm drift gap in our
gas mixture), the signal produced on the secondary pad will be ∼4fC. Whether this signal will
be (falsely) counted as an event, depends on the threshold setting in the actual detector.

Figure 1.4.11 shows a comparison between the cross talk (secondary/primary amplitude ra-
tio) as a function of the beam distance from the inter-pad boundary, measured for the 10MΩ/�
RWELL and THWELL. In the latter, the cross talk between neighboring pads results mainly
from events occurring close to the inter-pad boundary, when the primary electrons drift to
holes on both sides. As in the above example, for the 10MΩ/� RWELL the cross talk is larger
than 5% for events occurring up to about 5 mm from the boundary. Without using additional
information, such as measurement of the delayed appearance of the maximum of the pulse, this
will likely result in prohibitively large values of pad multiplicity.

Figure 1.4.11: Neighbor pad signal amplitude as a function of the beam distance from the
boundary between two adjacent pads, for a THWELL and RWELL of 10MΩ/�. The beam
(0.5mm diameter 8 keV x-ray) was scanned across a line connecting the centers of two neigh-
boring pads and the average signal amplitudes were recorded from both pads. The amplitudes
are shown normalized by the value of the primary pad signal as it defined in Eq.1.4.8.

The cross-talk can be calculated numerically from equation 1.4.5. The numerical simulation
is shown in Fig. 1.4.7a. The Cross talk seems to be higher using simulation with ideal electronics
while in the experiment the cross talk is lower (10% of the signal measured at the distance of
2.7mm while the numerical simulation gives the same fraction at the distance of ≈6mm.

1.4.8 Discussion

While achieving spark quenching, and decoupling the direct charge from the readout electronics,
the pad multiplicity is sacrificed in the RWELL: the cross talk measured with the resistive
layer is leading to high multiplicity between the pads. This is not an issue in applications
aiming for position measurement by center-of-gravity computation of the induced charge, e.g.
on anode strips [14]. Also, as noted above, the different rise times and delayed maxima can
serve, in principle, for identifying the primary pad and discarding the neighbors. However, for
applications such as the ILC SiD DHCAL the high multiplicity in the RWELL could pose some
problem. In the next section we will present and discuss a possible solution.
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1.5 Segmented-GRWELL

1.5.1 Motivation

In order to avoid charge propagation across the resistive surface of the RWELL structure, charge
drain channels may be added on, or directly underneath this surface (and in electrical contact
with it). Such channels, namely a square grid of thin conductive lines along the pad edges, can
block electrons from diffusing across pad boundaries, thus preventing the considerable cross-
talk observed in the RWELL. As in the RWELL, discharges occurring in the regions between
the grid lines are effectively quenched

1.5.2 Configuration

The G-10 sheet serving as the substrate on which the resistive layer is deposited was prepared
(prior to deposition) with grid of 200 µm wide Cu lines, 1 cm apart, matching the boundaries
between readout pads located behind the sheet. The resistive layer was then sprayed on top,
covering both the grid lines and exposed G-10 areas between them. The G-10 sheet used in the
study was 200 µm thick and the surface resistivity was 10 MΩ/�.

Figure 1.5.1: Segmented-GRWELL

This resistive-anode structure was initially coupled
to a regular single-faced THGEM in WELL configu-
ration with an hexagonal lattice of holes covering its
entire active area. The resulting structure was named
the gridded-RWELL, or GRWELL (fig. 1.5.1). How-
ever, two problems were observed in this configuration:
(1) discharges occurring in holes directly above the grid
lines were not quenched, and (2) avalanches occurring

in holes directly above or close to these channels induced a faint signal on the readout pads,
because the lower local transparency near the drain channels. To solve these problems, the grid-
ded resistive anode was subsequently investigated with a segmented-THGEM electrode having
a square lattice of holes covering only the pads area, with 1 mm wide copper bands (with no
holes) above the underlying resistive-anode grid lines. The purpose of the bands was to prevent
avalanche formation above the grid. The combined structure of gridded resistive anode and
segmented THGEM the segmented-GRWELL is shown in figure 1.5.2.

Figure 1.5.2: A segmented-GRWELL layout: Left the Cu pad array (connections not shown).
Middle - the gridded resistive anode: the resistive layer is deposited on top of a grid of copper
lines printed on a thin G10 sheet. The grid lines, matching the pads boundaries, rapidly drain
avalanche electrons reaching the resistive layer, to reduce their diffusive spread to neighboring
pads. Right the segmented single-faced THGEM, with a square-hole pattern; the hole-less
zones between the active THGEM ones, matching the grid lines of the resistive anode, prevent
avalanche formation in their vicinity (see text).
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1.5.3 Segmented-GRWELL electron collection efficiency

High drift fields, and large hole spacing can lead to loss of primary electrons on the top of the
THGEM due defocussing effects (i.e., the electrons created in the drift gap may land on the
copper surface rather than being focused into the holes). For the segmented-GRWELL this can
lead to loss of detection efficiency for events occurring above the hole-less bands. This effect
was studied for varying widths of the hole-less bands and for varying drift fields, using the
GARFIELD9 program [18].

(a)

(b)

Figure 1.5.3: Field lines and drift of the electrons for EDRIFT=0.2,1kV/cm, simulated us-
ing GARFIELD 9 with Magboltz 7 [18, 39], for the segmented-GRWELL configuration with
t=0.4,a=1,h=0.1,d=0.5 and s=2mm: (a) Drift lines; (b) Simulated electron drift, for primary
electrons above the band, 0.25 to the right of its center

Figure 1.5.3a shows the drift lines for a segmented-THGEM with 2 mm wide bands (with
the band width, s, defined as the distance between the edges of holes on the opposing sides
of the band). The drift lines5 were generated by creating electrons in regular intervals 5 mm

Figure 1.5.4: Effective volume above the
band: Within this volume, the electrons
was uniformly distributed.

above the anode, and tracking their trajectories
for zero transverse diffusion. The calculation was
performed for drift fields of 0.2 and 1 kV/cm. Fig-
ure 1.5.3b shows the actual trajectories of electrons
starting 4 mm above the anode 0.25 mm to the
right of the band center (this time with transverse
diffusion). As is evident the figure, using a drift
field of 1 kV/cm would result in a significant charge
loss, whereas for 0.2 kV/cm essentially all of the
primary electrons (for the particular starting point
chosen) are focused into the holes.

The collection efficiency for primary electrons
created above the active areas of the segmented-
GRWELL, is essentially 1. To study the collection
efficiency of electrons staring above the band and its dependence on the drift field, drift gap

5For zero transverse diffusion the drift lines coincide with the field lines
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and band width, a series of GARFIELD simulations were performed. First, we simulated the
electron collection efficiency for various drift gaps and drift fields. 5000 electrons were generated
in an effective volume above the band (see figure 1.5.4), with s=1mm. The resulting average
collection efficiency curves are shown in figure 1.5.5a. We found that at a field of 0.2kV/cm
and a drift gap of 5mm, the collection efficiency of electrons generated in the effective volume
is > 97%. In addition, we also simulated the collection efficiency for different band width for
drift fields of 0.2 and 1 kV/cm (see Fig. 1.5.5b). In this simulation the electrons were uniformly
distributed along the line above the center of the band.

(a) Average collection efficiency for various drift gaps simu-
lated as a function of the drift field, for s=a=1mm.

(b) Collection efficiency for EDRIFT=0.2 and 1kV/cm sim-
ulated as a function of the drift field for electrons. The
electrons uniformly distributed along the line of 5mm from
the center of the strip.

Figure 1.5.5: Collection efficiency Simulation in the segmented-GRWELL as function of drift
gap and drift field

We can conclude that in order to operate the detector with a high efficiency, low drift fields
(of order of 0.2 kV/cm) are necessary. From figure 1.5.5b we can also conclude that for this
field the collection efficiency is only weakly dependent on the band width. Note that it is not
desirable to further reduce the drift field, when the drift gap is 1-2cm, as this will result in a
steep increase of the transverse diffusion of primary electrons. The plot of diffusion coefficients
for Ne/CH4(5%) mixture is shown in figure 1.5.6.

1.5.4 Transparency measurements

The presence of copper grid lines below the resistive layer, was shown in preliminary experiments
to result in some loss of induced signal transparency (through the resistive anode) when using a
regular single-faced THGEM with an hexagonal hole pattern. This effect was also investigated
for the segmented-GRWELL, for a band width of 0.68mm and 1.24mm strips. The transparency
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Figure 1.5.6: Diffusion coefficients for Ne/CH4(5%) mixture

was defined as:

T =
SAnode(x)/STOP (x)

SAnode(center)/STOP (center)
(1.5.1)

where S is the signal amplitude measured from the THGEM top/anode, normalized to the
ratio measured at the center of the pad (where the transparency is 100%). The results of the
measurement, performed, again, by scanning the beam across a line between the pad centers,
are shown in figure 1.5.7. As shown in the figure, there is still non negligible loss of transparency
up to 2 mm away from the pad boundary. It could affect the detection efficiency.

Figure 1.5.7: Transparency measurement: Primary pad signal amplitude as a function of the
beam distance from the boundary between two adjacent pads, for segmented GRWELL. The
beam (0.5 mm diameter 8 keV x-ray) was scanned across a line connecting the centers of two
neighboring pads and the average signal amplitudes were recorded from both pads.

1.6 Summary, conclusion and discussion

In this work we have studied the properties of various WELL-type THGEM configurations,
aiming at the thinnest possible sampling-element design with a low discharge probability, to
meet the requirements of the SiD DHCAL.

The simplest structure, THWELL, showed superior properties compared to the normal
THGEM/induction gap configuration (besides being significantly thinner), namely a 10-fold
higher gain at the same voltage and 10-fold lower discharge probability (at an effective gain of
∼5000). The detection efficiency and average pad multiplicity for the THWELL, while not yet
measured directly in a beam test, should be similar to that of the normal THGEM/induction
gap configuration, namely >95% efficiency and ∼1.2 multiplicity.
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A potential disadvantage of the THWELL, however, is that when a discharge occurs, its
entire charge flows directly to the readout electronics with possible harmful consequences. This
led us to consider the RWELL, where a continuous resistive layer, with a surface resistivity of
∼10 MΩ/�, deposited on top a thin insulating sheet is placed in front of the readout pads,
forming the WELL bottom electrode. The resistive layer has three advantages: first, it protects
the sensitive readout electronics from direct discharge currents; second, it reduces the amount
of charge flowing during a discharge by a large factor (∼15 in this work), and third, it further
reduces the discharge probability compared to the THWELL. In a preliminary beam test with
150 GeV/c muons, the RWELL, operated at a gain of ∼4000, displayed stable operation with a
very low discharge probability (< 2× 10−6) one order of magnitude less than that of a normal
THGEM/induction gap detector operated in the same beam conditions at a gain of ∼3000.

The disadvantage of the RWELL, however, is that unless special signal processing algorithms
are employed, a single avalanche results in multiple pad triggering because of the diffusive
spread of electrons across the resistive surface. To solve the problem of high pad multiplicity,
the continuous resistive layer was modified to incorporate a square grid of thin copper lines,
matching the pad boundaries, immediately underneath it. The resulting structure, GRWELL,
displayed negligible cross-talk between adjacent pads, but suffered from unquenched sparks in
holes directly above the grid lines, as well as from reduced transparency of the induced signal for
avalanches occurring close to the grid. To mitigate this the hole structure of the THGEM was
modified, leaving copper bands with no holes above the grid. This structure, the segmented-
GRWELL, forces the avalanches to occur away from the grid lines, thus regaining the spark-
quenching capability of the RWELL and reducing the effect of transparency loss. A quantitative
analysis of the detection efficiency and pad multiplicity of the segmented-GRWELL, which takes
into consideration possible inefficiencies of electron collection and the reduced induced signal
amplitude near the copper strips is underway. The actual performance of this structure will be
tested in beam conditions in the near future.

The total thickness of an active sampling element based on the segmented-GRWELL de-
tector with a drift gap of 4mm, is less than 5mm excluding the readout electronics. This can
potentially reduce the total radius of the SiD DHCAL, thus significantly reducing the cost of
the superconducting coil.

One should note that the discharge probability of the detector, when operated in the highly
ionizing environment of the SiD DHCAL, may be higher (at a given effective gain) than that
measured with 8 keV x-rays in the lab or with MIP test beams. This may require operation
at lower effective gains, which may in turn compromise the MIP detection efficiency, unless a
corresponding reduction in electronic noise in the readout system can be achieved.

Another point to consider that the discharge magnitude scales with the detector area (due
to increase of the detector capacitance). This can be handled by segmenting the conductive
surfaces of the detector to smaller units with reduced capacitance. Segmentation can be done at
various levels, e.g. by dividing the area of the detector to a few smaller rectangles (with a typical
size of a few cm2), by dividing the area to strips of interconnected holes (with neighboring strips
connected to each other through large resistors), or ultimately by separating individual holes
from one another using resistive links. The latter option is shown schematically in figure 1.6.1.

This scheme is similar to the THCOBRA geometry [49], but here the holes are intercon-
nected through a resistive link rather than copper. When a discharge occurs inside a particular
hole, its two sides are momentarily interconnected by a plasma filament; the total charge passing
through this filament will depend on the resistance of the links to the neighboring holes. This
resistance should be such that the RC time corresponding to the link and the capacitance of
the conducting rim surrounding a hole would be longer than the lifetime of the plasma filament
during a discharge. Preliminary studies regarding the duration of discharges are underway, as
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Figure 1.6.1: Semi-resistive THCOBRA detector, similar to the COBRA geometry [49] but
with resistive links connecting the holes.

well as initial calculations regarding the detector scheme shown in figure 1.6.1.
To conclude, this work demonstrates the potential of Well-type THGEM detector struc-

tures, in particular those incorporating a resistive anode, as thin, stable and efficient sampling
elements for calorimetry applications. These structures can be further improved to make the
effect of occasional discharges negligible, thus forming a promising direction of novel detector
development for various high energy physics experiments in general, and in the SiD DHCAL
project in particular.

38



Part II

Data Analysis
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Chapter 2

Mass reconstruction technique in
di-tau resonances for Higgs searches

with ATLAS detector

2.1 Introduction

The Standard Model (SM) of particle physics is a successful theory that describes the strong,
electromagnetic and weak interactions of matter on the subatomic level. Its predictions have
stood up over the years to the test of precise experimental measurements. The theory remains
to this day as a strong predictive force, though some questions have been left unanswered.

The Large-Electron-Positron Collider (LEP) that was in operation from 1989 to 2000 broke
the electroweak scale at the end of 2000 by colliding leptons at the center of mass energy of 209
GeV. The Tevatron accelerator, which was in operation from 1983 to 2011, collided protons
with anti-protons at the center of mass energy of 1.96 TeV. Neither experiments were able to
generate a sufficient number of Higgs bosons to be observed. Today, using the Large Hadron
Collider (LHC), we have reached the point where we observe collisions at energies well above
the electroweak scale, with a high collision rate. The LHC accelerating protons with a center
of mass energy of 7 TeV have a significantly higher prospective production rate of the elusive
Higgs boson.

In the course of 2011, the LHC delivered an integrated luminosity of 5.61fb−1, which should
generate ∼100 thousand hypothetical Higgs bosons at a mass of 125GeV [50]. According to the
SM, the Higgs boson lifetime typically varies in range, between 10−27-10−21 sec., and for a Higgs
boson of mass 125GeV, its lifetime is predicted to be τ < 10−21 sec. Since Higgs decays almost
instantaneously, it might be observed only through its decay products. The Higgs boson’s width
and the decay channels branching ratios (BR) are shown in figure 2.1.1.

The search for the Higgs boson with the ATLAS experiment is performed by searching for
it through five of its decay modes: bb, γγ, ττ , WW and ZZ. In December 2011, both ATLAS
and CMS experiments succeeded in narrowing down the allowed mass range for the Higgs
considerably. Only the range of approximately 115-130 GeV was permitted for a light Higgs,
with a 95% confidence level (CL). In addition, they reported (independently) that their data
hints at a possible deviation from a background-only expectation, for few sensitive channels1

around a mass of 125 GeV [51, 52]. In order to discover the Higgs boson, it is not enough
to observe a deviation from a background-only hypothesis, but rather, one must measure the
different branching ratios and compare them to the SM expectation. Therefore, it is important
to observe the Higgs signal in the bb and ττ channels as well.

1ATLAS and CMS Collaborations showed an excess in γγ, and ZZ → 4` Higgs decay channels.
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(a) (b)

Figure 2.1.1: Higgs decay: (a) Higgs Branching Ratios for various decay channels; (b) Higgs
total width as a function of Higgs mass [50]

With its current available sensitivity, using the ATLAS detector, H→ ττ channel is able to
exclude a cross section of ∼3 times the Standard Model theoretical prediction for Higgs boson
of 125GeV mass with 95%CL [53]. Each τ lepton has two decay modes - hadronic and leptonic.
Thus the H→ ττ decay channel has 3 sub-channels: had-had, had-lep and lep-lep.

The H→ τlepτlep channel in the 2011 analysis excluded ∼ 5 × the Standard Model theoretical
prediction for Higgs boson of 125GeV mass with 95%CL. The dominant irreducible background
for the H→ ττ channel is Z→ ττ . Due to the presence of unmeasured particles (2-4 elusive
neutrinos) the precise resonance measurement and separation of the higgs from Z→ ττ back-
ground is the major challenge. The goodness of the resonance mass reconstruction is essential
to have sufficient sensitivity to be able to observe the Higgs boson in this decay mode.

In the present work, we aim to improve the sensitivity of H→ ττ decay channel, by improving
the existed mass reconstruction method.

This chapter contains the following discussion: In section 2.2, the experimental apparatus
of the LHC accelerator and the ATLAS detector are introduced. In section 2.3, the theoretical
background related to Standard model is presented, emphasizes the Electroweak symmetry
breaking caused by the Higgs mechanism. In section 2.4, the Higgs decay channel, where the
Higgs boson decays to two tau leptons, which decay to one electron and one muon is presented
as analyzed by the ATLAS H→ τlepτlep working group. In section 2.5, the available mass
reconstruction techniques are presented, including the Missing Mass Calculator (MMC) [54].
In section 2.6, the MMC reconstruction technique is discussed, emphasizing our contribution:
while implementing this algorithm, we encountered few limitations. In this section we describe
the limitation of the presented technique and suggest a new way of implementation. One of
the limitations is the low performance speed, ∼20sec. per event, for H→ τlepτlep which led to
not using MMC in this particular channel. By introducing our Modified MMC, we succeed to
increase its performance speed to be .1 sec/event and also manage to overcome its limitation
by presenting it in a pure analytical manner - the Modified MMC. In section 2.7 we showing
the improved performance of the MMC algorithm with respect to the existed mass estimators
in this particular decay channel.
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2.2 Experiment

The Large Hadron Collider (LHC) [55] is the worlds newest and most powerful tool for Particle
Physics research. LHC sits in a circular tunnel spanning 27 km at the CERN2 near Geneva.
The tunnel is buried 50 to 175 m underground, and straddles the Swiss and French borders on
the outskirts of Geneva.

The concept of the LHC has been discussed since the beginning of the 1980s [56], yet only
in March 2010 did the LHC finally accelerate the protons to 3.5 TeV energy, initiating collisions
at
√
s = 7 TeV.

To keep the proton beam in a circular trajectory, the beams are confined using strong
superconducting magnets producing magnetic fields of 8.33 Tesla (at 7 TeV). The protons are
extracted from hydrogen gas and first accelerated up to 50MeV in a linear accelerator LINAC2.
Protons are transferred to the Proton Synchrotron Booster (PSB), where they are separated
into bunches by the radio frequency cavities which accelerate them to 1.4 GeV. The protons
from the Booster enter into the Proton Synchrotron (PS). Here they are accelerated to 25 GeV
before passing into the Super Proton Synchrotron (SPS), which accelerates the proton beams
to up to 450 GeV. The final acceleration is done by injecting them to the LHC ring, where they
reach the energy of 3.5 TeV per beam

LHC was designed to provide proton beams of 1.1×1011 protons per bunch, with 2808
bunches and bunch spacing of 25 ns producing instantaneous luminosity3 of L = 1×1034cm−2s−1

which is 20 times more than the maximal intensity delivered by the Tevatron. For the majority
of the data collected in 2010, the LHC was run with 368 filled bunches per beam, with 75
ns bunch spacing and L = 2 × 1032cm−2s−1. In 2011, most of the data was collected with
50 ns bunch spacing, with 1380 filled bunches with 1.5×1011 protons per bunch producing
instantaneous luminosity of L = 3.6× 1033cm−2s−1.

The delivered data (or total integrated luminosity) is expressed in units of inverse cross
section, so the total number of events can be calculated from:

Nevents = σ ×L (2.2.1)

where σ is the process cross section, L is the integrated luminosity defined by L =
∫
Ldt.

The collisions at 7 TeV in 2011 delivered 5.61 fb−1 to both ATLAS and CMS experiments. The
amount of data as a function of time is shown in Fig. 2.2.1. The LHC is designed with four
separate collision points for the four detectors built at these points. One of these detectors is
A Toroidal LHC ApparatuS, or ATLAS.

2.2.1 ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector [57] is a multi-purpose particle physics
detector, designed to detect particles and measure their properties. A sketch of the detector is
shown in Figure 2.2.2, where one can see its main parts.

The main parts of the detector are the Inner detector, which is designed to measure tracks
of charged particles; The Electromagnetic calorimeter (ECAL) which is responsible for measur-
ing the energy of electrons and photons whereas hadrons deposit most of their energy in the
Hadronic calorimeter (HCAL); and the Muon spectrometer (MS) which designed to measure
the momenta of muons with high precision.

2European Organization for Nuclear Research: www.cern.ch
3Luminosity : is proportionality factor which is relate the differential rate to differential cross section: dR

dΩ =

L dσdΩ
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Figure 2.2.1: LHC integrated luminosity

The Inner detector The cylindrical inner detector, which has a length of 7 m and a diameter
of 2.3 m is the innermost part of the ATLAS detector, covering pseudorapidity4 up to |η| ≤ 2.5.
The entire tracker is contained within a 2T solenoidal magnet. Since the magnetic field is
directed along the beam axis, the paths of charged particle bend according to their transverse
momentum. It is able to reconstruct tracks of above a pT threshold of 100 MeV. The Inner
detector consist of three independent and complementary subsystems. These are, from the
innermost layer out:

� The pixel detector - a high granularity silicon detector. The pixel detector consists of 3
layers in the barrel region and 5 disks in both end-cap regions. The detector part closest
to the interaction point is the B-layer at a radius of ≈5cm. Precise measurements of the
tracks at this region allows for the measurement of impact parameters, and therefore for
the reconstruction of secondary vertices.

� The semiconductor tracker (SCT) - a precision silicon microstrip detector. Although
the SCT has the same underlying technology as the pixel detector, it is designed to be
optimized to the decreased track density at larger radii.

� Transition radiation tracker (TRT) - The TRT is a drift tube system with a Xenon gas-
mixture5. Transition radiation photons that are produced when ultra-relativistic charged
particles cross a boundary between materials with different dielectric constants are ab-
sorbed by the Xenon gas and yield a typically larger signal than a charged particle. By
supporting two different thresholds, the readout electronic can distinguish between both
signals. Therefore, it contributes to the track reconstruction as well as to the electron
identification.

4Pseudorapidity is a spatial coordinate describing the angle of a particle relative to the beam axis. It is
defined as η = −ln

[
tan θ

2

]
.

5Xe(70%)CO2(27%)O2(3%)
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Figure 2.2.2: The ATLAS detector [57]. The dimensions of the detector are 25 m in height and
46 m in length. The overall weight of the detector is approximately 7000 tonnes.

The Calorimeters The calorimeters are designed to provide an accurate energy measure-
ment of electrons, photons and jets (hadrons). There are two types of calorimeters:

� The Electromagnetic calorimeter (ECAL) - an accordion shaped sampling geometry with
lead as an absorber and liquid argon as a sensitive component that is used to detect
electromagnetically interacting particles.

� The Hadronic calorimeter (HCAL) - detects high energy hadrons. The hadron calorimeter
absorbs energy from particles that pass through the EM calorimeter, but do interact via
the strong force. In the region η <1.7, which comprises the barrel and extended barrel
components, a sampling concept with steel as absorber and scintillating tiles as active
medium is used. The hadronic end-cap (HEC) and the forward calorimeter (FCAL),
covering the range of 1.5< η <3.2 and 3.1< η < 4.9 respectively, suffer from a much higher
radiation flux. Therefore, the intrinsically radiation hard liquid argon (LAr) technology is
employed. An important aspect in the design of the hadronic calorimetry is a sufficiently
large thickness (10 interaction length λ) to minimize the punch-through of high energetic
particles into the muon system.

The Muon spectrometer Whereas electrons, photons and hadrons are absorbed by the
calorimetry system, muons with a pT > 3 GeV can penetrate the detector and reach the muon
spectrometer. A large magnetic system is used (with an average magnetic field strength of 0.6
Tesla) in order to measure the momentum of the muons with high accuracy.
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2.3 Standard model of particle physics

2.3.1 Overview

The Standard Model describes particle interactions as a result of local gauge symmetries [58]. It
incorporates three of the four known fundamental forces: the electromagnetic force, the strong
force and the weak force6. The Standard Model gauge theory is based on the symmetry group

GSM = SU(3)c ⊗ SU(2)L ⊗ U(1)Y (2.3.1)

Gluons, the gauge bosons of quantum chromodynamics SU(3)c, mediate the strong inter-
actions at the fundamental level. The SU(2)L ⊗ U(1)Y part is called the ElectroWeak theory
(EW), and is spontaneously broken (we will review the EW theory below). Gauge bosons are
outlined in Table 2.1.

Table 2.1: Gauge bosons in the Standard Model [59]

boson mass electric charge symmetry group
g 0 eV (theoretical value) 0 SU(3)c
γ < 10−18 eV 0 SU(2)L ⊗ U(1)Y
Z 91.1876 GeV 0 SU(2)L ⊗ U(1)Y
W± 80.399 GeV ±1 SU(2)L ⊗ U(1)Y

The particles in the Standard Model can be categorized according to their spin: There are
fermions with half-integer spin, and bosons with integer spin. Fermions are further divided into
leptons which do not interact via the strong force and quarks which undergo strong interactions.
Furthermore, the fermions come in three different generations which behave identically under
the symmetry transformation explained below and differs only in the masses of the contained
particles.

There are always two different pairs of leptons and quarks per generation which yields in
total 12 fermions as shown in Table 2.2.

Table 2.2: Fermionic particle content of the Standard Model [59]

type
first generation second generation third generation

flavor mass flavor mass flavor mass

leptons
νe < 2 eV νµ < 2 eV ντ < 2 eV
e 511 keV µ 105.658 MeV τ 1776.82 MeV

quarks
u 1.7-3.1 MeV c 1.29 GeV t 172.9 GeV
d 4.1-5.7 MeV s 100 MeV b 4.19 GeV

In the next sections the electroweak (EW) sector of the SM and the Higgs mechanism are
discussed in more detail.

2.3.2 Electroweak Gauge Theory

In Standard model the electroweak interactions is based on gauge group SU(2)L × U(1)Y ,
with gauge bosons W i

µ, i = 1, 2, 3, and Bµ for the SU(2)L and U(1)Y respectively, and the

6Gravity is too weak at the scales with which particle physics is concerned and is not incorporated in the
Standard Model.
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corresponding gauge coupling constants g and g′. The EW Lagrangian is shown in eq. 2.3.2.

LEW = Σiiψiγ
µDµψi (2.3.2)

where the covariant derivative for this particular symmetry group is given as:

Dµ = ∂µ + ig′Y Bµ + ig
1

2
−→τ L ·

−→
W µ (2.3.3)

with −→τ are the Pauli matrices - generators of the SU(2)L group and Y is the weak hypercharge
- the generator of the U(1)Y group.

The particles within the EW theory are required to be massless. Unfortunately, this con-
tradicts the experimental observation that shows the the fermions and gauge bosons posses a
mass. Therefore, a mechanism is needed to describe massive fields and introduce mass terms
in a way that is compatible with the requirement of local gauge invariance.

2.3.3 Higgs mechanism and the EW symmetry braking

The Higgs7 mechanism [60] postulates an additional isospin doublet Φ of a complex scalar fields
with the potential:

V (Φ) = −µ2Φ†Φ + λ
(
Φ†Φ

)2
where µ2, λ > 0 (2.3.4)

Then The Lagrangian for the Higgs sector is given by:

LHiggs = (DµΦ)† (DµΦ)− V (Φ) (2.3.5)

which is invariant under SU(2)L × U(1)Y transformations. Higgs doublet has the form:

Φ =

(
φ+

φ0

)
(2.3.6)

For µ2 > 0, the potential V (Φ) has infinite degenerate minima corresponding to

Φ†Φ = −µ
2

2λ
=
v2

2
(2.3.7)

One can choose a particular direction for the minimum of Φ. Since no positive charged
permanent background field is observed, the ground state must take the form:

Φ0 = 〈0|Φ|0〉 =

(
0
v√
2

)
(2.3.8)

The vacuum has zero eigenvalue for the electric charge operator QΦ0 = 0 and is, therefore
invariant under the U(1)EM .

U(1)EM remains unbroken, and in this broken phase, we customarily choose Φ to be repre-
sented by :

Φ =

(
0

v+h(x)√
2

)
(2.3.9)

where h(x) is the massive spin 0 field which is called Higgs boson.
In equation 2.3.5 the covariant derivative for Higgs field in it ground state is given by:

(DµΦ)†(DµΦ) =

∣∣∣∣12
(

gW µ
3 + g′Bµ g(W µ

1 − iW
µ
2 )

g(W µ
1 − iW

µ
2 ) −gW µ

3 + g′Bµ

)(
0
v+h√

2

)∣∣∣∣2 (2.3.10)

7Named after Peter W. Higgs
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defining the new fields:

W µ
± = 1√

2
(W µ

1 ∓ iW
µ
2 )

tan θW = g′/g(
Zµ

Aµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W µ
3

) (2.3.11)

equation 2.3.10 yields:

(DµΦ)†(DµΦ) =
g2v2

4

[
W µ

+W−µ +
1

cos2 θW
ZµZµ

](
1 +

h

v

)2

+
1

2
(∂µh)(∂µh) (2.3.12)

from which one can identify the gauge boson masses

M2
W = 1

4
g2v2

M2
Z = 1

4
(g2 + g′2)v2 = g2v2

4 cos2 θW

M2
A = 0

(2.3.13)

Expanding the term for the Higgs potential, the mass of the Higgs boson at tree level is found
to be

MH =
√

2λv (2.3.14)

After spontaneous symmetry breaking the Lagrangian for the fermion fields, ψi, is:

LF =
∑

i ψi

(
iγµ∂ −mi − gmiH

2MW

)
ψi

− g

2
√
2

∑
i Ψiγ

µ(1− γ5)(T+W+
µ + T−W−

µ )Ψi

− e
∑

i qiψiγ
µψiAµ

− g
2 cos θW

∑
i ψγ

µ(giV − giAγ5)ψiZµ

(2.3.15)

where e = g sin θW which is the positron electric charge. T+ and T− are the weak isospin raising
and lowering operators. The vector and axial-vector couplings are

giV = t3L(i)− 2qi sin
2 θW (2.3.16)

giA = t3L(i) (2.3.17)

where t3L(i) is the weak isospin of fermion i (+1/2 for ui and νi; -1/2 for di and ei) and qi is
the charge of ψi in units of e.

The vacuum expectation value (VEV) constrained to v = µ√
λ

= (
√

2GF )−1/2 ≈ 246 GeV,

where GF = 1.167× 10−5GeV −2 is the fermi constant. The fact that the ground state does not
exhibit the full symmetry of the Lagrangian in 2.3.5 is called Spontaneous Symmetry Breaking
(SSB).

2.3.4 Fermion mass

The fermion mass terms cannot be added by hand in the Standard Model Lagrangian. These
mass terms of the form −mφφ would not be local gauge invariant. However, by using the Higgs
field that we introduced before, we can construct a Yukawa interaction term that does remain
gauge invariant under local SU(2)L × U(1)Y transformations. The corresponding part for the
ith fermion generation is8:

LY ukawa = λeiL
iΨeiR + λdiQ

iΨdiR + λuiQ
iΨCuiR + h.c. (2.3.18)

8ΨC = iσ2Ψ
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The fermion masses are given by Mf = λf
v√
2

and the coupling to Higgs field is proportional
to fermion masses:

gHff =
mf

v
(2.3.19)

2.4 Higgs→ ττ → eµ + 4ν decay channel analysis

2.4.1 Higgs production

At the LHC, the Higgs boson can be mainly produced through the following four main mecha-
nisms: gluon fusion through a heavy quark triangular loop (ggH), vector boson fusion (VBF),
associated production with vector bosons W or Z (VH), and production in association with a
top-quark pair. The production diagrams are shown in Figure 2.4.1, and the production cross

Figure 2.4.1: Higgs production at hadron colliders: (a) Gluon fusion through a heavy quark
triangular loop, (b) Vector boson fusion, (c) Associative production with W, (d) Production in
association with a top-quark pair.

section are shown in Figure 2.4.2.
The decay of the neutral Higgs bosons into a pair of τ leptons is a promising channel for

the SM Higgs boson searches at the LHC [61, 62, 63]. This is because it has a discriminating

Figure 2.4.2: Standard Model Higgs boson production cross sections [50].

48



features over the background that compensate its low branching ration of 7% in the Higgs boson
mass range of 110-140 GeV,

The sensitivity is enhanced by the requirement that the Higgs boson be produced in as-
sociation with jets. This can occur at the associative production with a vector boson (Higgs-
strahlung), from the gluon fusion associated with initial radiation and at the leading order in
the Vector Boson Fusion (VBF) process. The selected events are divided into four exclusive
categories depending on the jet multiplicity of the event and the jet kinematics.

2.4.2 Background

The main background to the Higgs boson signal is the largely irreducible Z/γ∗ → ττ process.
It is particularly important for low Higgs boson masses where the signal falls on the tail of the
Z mass peak in the ττ mass distribution.

W+jets production provides a source of background due to its relatively large cross-section
and the combination of a charged lepton and missing transverse energy from the leptonic decay
of the W boson in the final state. Hadronic jets accompanying the W boson can be misidentified
as an electron or a semi-leptonic decay in the cascade, and can give off a signature similar to
that of an isolated lepton.

The electroweak production of pairs of vector bosons (WW, WZ, ZZ) can lead to final states
with two or more charged leptons from the leptonic decays of the W and Z bosons.

Due to the decays of the two top-quarks (tt → W+bW−b), this process can lead to final
states with two leptons and missing transverse energy, when the W bosons decay leptonically.

The production of single top-quarks via t or s-channel production or in association with a W
boson contributes to the background if one W boson decays leptonically and one of the leptons
is either due to a misidentified hadronic jet or, for Wt production, comes from the decay of the
second W boson.

The cross-sections for the above processes are summarized in Table 2.3.

Table 2.3: Cross-sections for various background channels. Relevant branching ratios (BR) are
taken into account, as written in the table. From ref. [64]

Process σ×BR (pb)
Z/γ∗ → ll + jets (l = e, µ or τ) 15× 103

W → lν + jets (l = e, µ or τ) 31.5× 103

WW,WZ,ZZ(66GeV < MZ < 116GeV ) 44.9, 18.0, 5.6
tt 167

Single top quark t,s and Wt-channels 64.6, 4.6, 15.7
SM gg → H(→ ττ), mH = 120 GeV 1.18
SM VBF H(→ ττ), mH = 120 GeV 9.0× 10−2

SM WH(→ ττ), mH = 120 GeV 4.7× 10−2

SM ZH(→ ττ), mH = 120 GeV 2.6× 10−2

2.4.3 Object reconstruction

The topology of the final states in this analysis requires the reconstruction of electrons, muons,
jets and missing transverse energy, Emiss

T .
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Electrons: The electron candidates are formed from an energy deposit in the ECAL and
linked to a track measured in the inner detector. They are selected if they have a transverse
energy ET > 15GeV , lie within |η| < 2.47, but are outside of the transition region between the
barrel and end-cap calorimeters (1.37 < |η| < 1.52) and meet quality requirements based on
the expected shower shape [65].

Muons: Muon candidates are formed from a track measured in the inner detector and linked
to a track in the muon spectrometer [66]. The muons used in this analysis are required to have
pT > 10GeV and to lie within |η| < 2.5. Additionally, the difference between the z position
of the point of closest approach of the muon inner detector track to the beam-line and the z
coordinate of the primary vertex9 is required to be less than 1 cm. This requirement reduces
the contamination due to cosmics and beam-induced backgrounds. Finally, inner detector track
quality criteria are applied in order to achieve a precise measurement of the muon momentum
and reduce the misidentification rate.

Both electrons and muons are required to be isolated: the additional transverse energy in
the ECAL and HCAL in a cone of radius ∆R =

√
(∆η)2 + (∆φ)2 = 0.2 around the electron

(muon) direction must be less than 8% (4%) of the electron transverse energy (muon transverse
momentum). The sum of the transverse momenta of all tracks located within a cone of radius
∆R = 0.4 around the electron (muon) direction and with pT above 1 GeV must be less than
6% of the electron transverse energy (muon transverse momentum).

Jets: Jets are reconstructed using the anti-kt algorithm [67] with a distance parameter R =
0.4, taking as input three-dimensional clusters in the calorimeters. Reconstructed jets with
ET > 20GeV and within |η|| < 4.5 are selected. Events are discarded if a jet is identified as
out-of-time activity or calorimeter noise.

Missing transverse energy: The Emiss
T reconstruction is based on the cluster weighting

calibration scheme used in the jet definition and described in [68] and it relies on energy
deposits in the calorimeter in the region |η| < 4.5 and on reconstructed muons.

Overlap removal: When candidates fulfilling the above criteria overlap with each other
geometrically (within ∆R < 0.2), only one of them is selected. The overlap is resolved by
selecting muon, electron and jet candidates in descending order of priority.

2.4.4 Event selection

Preselection The following event selection requirements using the physics objects defined in
Section 2.4.3. Signal events are selected by requiring exactly two isolated and oppositely charged
one electron and one muon. Single lepton and di-lepton triggers are used to preselect the data.
The single muon trigger requires the pT to exceed 18 GeV; for the single electron trigger the
ET threshold varies from 20 to 22 GeV depending on the LHC instantaneous luminosity; the
eµ trigger requires ET > 10 GeV for the electron and pT > 6 GeV for the muon. Additionally,
ET > 22 GeV is required if the electron satisfies the single electron trigger. The ET requirement
is increased to 24 GeV when the trigger threshold is 22 GeV. If a muon is associated with the
single muon trigger object, it is required to have pT > 20 GeV. The di-lepton invariant mass is
required to be in the range of 30 GeV < m`` < 100 GeV.

9The primary vertex is defined as the vertex with the largest
∑
pT of the associated tracks.
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Analysis categories The selected event samples are split into several categories according
to the number of reconstructed jets in the event: 2-jet VBF, 2-jet VH, 1-jet and 0 jet. For
these categories additional selection requirements are applied as well.

The first two categories require the presence of 2 jets and the cuts are optimized for the
VBF process [61, 62] in one case and VH and gg → H in the other case. The 1-jet category
requires the presence of at least one high-ET jet and the main production mechanism is the
gg → H plus high pT parton [63]. The 0-jet category uses an inclusive selection to collect the
signal event topologies not selected by the other categories. All categories are defined in such
a way that events cannot belong to more than one of them.

In the 0 jet category, in order to suppress the tt background, it is required that the di-lepton
azimuthal opening angle be ∆φ > 2.5 rad. and HLep

T = pT (lep1) + pT (lep2) +Emiss
T < 120GeV ,

where pT (lep1) and pT (lep2) are the transverse momenta of the leptons.
In the categories with jets, the presence of a hadronic jet with a transverse energy ET > 40

GeV is required. In addition, Emiss
T > 20GeV is also required.

The collinear approximation [69], which is derived in sec. 2.5.3, is used to reconstruct the
kinematics of the ττ system in the categories with jets. It is required that 0.1 < x1, x2 < 1.0,
where xi are defined in eq. 2.5.6. It is additionally required that 0.5 rad < ∆φ < 2.5 rad to
suppress Z/γ∗ → ee, µµ backgrounds, and that no b-jets with ET > 25 GeV are found in the
event to suppress the top backgrounds.

For the 2-jet categories, an additional jet with ET > 25 GeV is required. For the 2-jet VBF
category, a pseudorapidity difference between the selected jets of |η| > 3.0 and a di-jet invariant
mass of mjj > 350GeV are required to reject the tt background. Finally, the event is rejected if
any additional jet with ET > 25 GeV and |η| < 2.4 is found in the pseudorapidity range between
the two leading jets. For the 2-jet VH category, the requirement on the jets pseudorapidity
separation and the di-jet invariant mass are instead: ∆ηjj < 2.0 and 50 GeV < mjj < 120 GeV.

Only events failing the cuts for the 2-jet categories are considered in the 1-jet category. In
addition, it is required that the invariant mass of the two τ leptons and the leading jet fulfill
mττj > 225GeV , where the τ momenta are taken from the collinear approximation.

2.5 Mass reconstruction algorithms in H → ττ searches

2.5.1 Visible mass

The visible mass is defined as the invariant mass of the visible tau lepton decay products:

Mvis = |Pvis1 + Pvis2| (2.5.1)

where Pvis is the visible tau decay products 4-momenta. The advantage of this simple definition
is that it allows a precise reconstruction of both lepton four-vectors (see for example Fig.2.5.4a).
However, the visible mass provides no direct link to the invariant mass of the resonance as the
contributions of the neutrino momenta are ignored.

2.5.2 Effective mass

From the missing energy measurement we can have the x and y components of the neutrinos
4-momenta. The missing energy is defined by 6ETi = −ΣjE

j
Ti

for i ∈ {x, y}. The effective mass
incorporates information from the 6ET measurement. It is defined as:

Meff =

√(
Pvis1 + Pvis2 + P 6ET

)2
(2.5.2)
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where P 6ET = (6ET , 6ET,X , 6ET,Y , 0).

Effective mass produce somehow better separation than the visible mass. However, it can
only provide an approximation since the 6ET measurement contains only the transverse neutrino
momenta. Hence it neglects the invariant mass of the 4 neutrino system, which might have a
large mass - of order of the visible mass. This problem is particularly prominent in the low-mass
H → ττ search, where the signal cannot be separated from the much larger and very broad
Z → ττ background. Distributions of the Effective and Visible mass variables are shown in
Figure 2.5.1.
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Figure 2.5.1: Normalized Distribution for 120 GeV SM Higgs mass and Z mass (which is the
dominant background). The events are based on preselection cuts: (a) Visible and (b) Effective
mass.

2.5.3 Collinear approximation

The collinear approximation first proposed in ref. [69] to reconstruct invariant mass in ττ
decays of a Higgs boson when produced in association with an energetic jet. The tau leptons
that are created are highly boosted (for higgs of 125GeV the tau leptons have γτ ≈ 35), thus
we can assume that the decay direction of the invisible and visible τ -decay products is collinear
(−→p miss ‖ −→p vis). Once we know the angles of the invisible decay products we can calculate the
invisible momenta from the missing energy:

6ETX = |pmiss1 | sin θvis1 cosϕvis1 + |pmiss2| sin θvis2 cosϕvis2
6ETY = |pmiss1| sin θvis1 sinϕvis1 + |pmiss2 | sin θvis2 sinϕvis2

(2.5.3)

or

|pmiss1| =
6ETX sinϕvis2 − 6ETY cosϕvis2

sin θvis1 sin(ϕvis2−ϕvis1)

|pmiss2| =
6ETX sinϕvis1 − 6ETY cosϕvis1

sin θvis2 sin(ϕvis1−ϕvis2)

(2.5.4)

where θvisi and ϕvisi is the polar and azimuthal angles of the visible products of each τ decay.
Within the collinear approximation one can introduce the fractions x1,2 of the tau lepton

momenta carried by the visible τ -decay products:

−→p vis,i = xi
−→p τ,i (2.5.5)
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where

xi =
|pvis,i|

|pvis,i|+ |pmiss,i|
(2.5.6)

now neglecting the τ mass and using the collinear approximation, the invariant mass of the ττ
system can be written as:

Mcol =
Mvis√
x1x2

(2.5.7)

where Mvis is the visible mass (Eq. 2.5.1).

Despite offering the great advantage of fully reconstructed ττ mass instead of a partial
mass, the collinear approximation still has significant shortcomings. The collinear mass gives
reasonable mass resolution only for a small fraction of events where the ττ system is boosted
in the transverse plane (i.e. in association with a large ET jet). Otherwise, the visible τ
decay products produced back-to-back in the plane transverse to the beam line; the solution of
equations 2.5.3 becomes degenerate and diverge at |ϕvis2 − ϕvis1| → π (Mcol ∝ 1

sin(ϕvis2−ϕvis1)
),

when the missing energy is not collinear with the tau visible decay products (tanφvis 6=
∣∣∣ 6EY6EX ∣∣∣),

and the collinear method fails.

Moreover the systematic sensitivity to missing energy measurement is much larger for back
to back events:

∂MColl

∂ 6Eξ
=

1

2
MColl ·

(
∂

∂ 6Eξ
log

2∏
i=1

(|pvis,i|+ |pmiss,i|)

)
∝ 1

sin (ϕvis2 − ϕvis1)
(2.5.8)

The divergence at the limit of |ϕvis2 − ϕvis1| → π indicates high sensitivity to the mis-
measurements of missing energy. An example of the different ranges of ∆φ is shown in figure
2.5.2.

Figure 2.5.2: Collinear mass distribution for ggH 125 GeV Higgs boson mass reconstruction
with ∆φ >2.5 and 0.5> ∆φ <2.5 using preselection cuts.

For ∆φ >2.5 the collinear approximation is not valid, and we have a high spread of recon-
structed mass.
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2.5.4 MMC algorithm

The Missing Mass calculator (MMC) was suggested by A. Pranko et.al [54] (in the present
work we will call it as the old algorithm) as a tool of mass reconstruction in di-tau resonances.
The MMC algorithm’s main propose is to provide an accurate mass reconstruction, and do not
suffer from the limitation of the collinear approximation as described in the previous section
(2.5.3). The major improvement offered by the algorithm is its high reconstruction efficiency.
The collinear cut in multijet analysis cuts on ≈55% of the VBF signal. In addition it has
a better mass reconstruction. The mass reconstruction is also important when we want to
separate the Higgs signal from the background.

Ideal detector resolution: For an ideal detector resolution (meaning that all physical quan-
tities are measured with perfect precision), di-tau 4-vector contains 16 variables: 2 leptons
4-vectors (Pvis1,2) and 2 missing vectors (Pmiss1,2). Each missing vector consists of 2 neutrinos
in the leptonic τ decay channel and one neutrino in hadronic τ decay. Although the neutrinos
remain unmeasured, one can still extract a part of the unmeasured quantities. By assuming
that the neutrinos come from the resonance decay, the missing energy - 6ET can be expressed
in terms of invisible momenta:

6ETX = PX,miss1 + PX,miss2
= Pmiss1 sin θmiss1 cosϕmiss1 + Pmiss2 sin θmiss2 cosϕmiss2

6ETY = PY,miss1 + PY,miss2
= Pmiss1 sin θmiss1 sinϕmiss1 + Pmiss2 sin θmiss2 sinϕmiss2

(2.5.9)

where 6ETX and 6ETY are the x- and y-components of the ~6ET vector, Pmiss1,2 ,θmiss1,2 and
ϕmiss1,2 are the momenta, polar and azimuthal angles of the di-ν system.

Additional known parameter are the τ mass. Thus, two additional constraints can be used:

Mτ1 = m2
vis1

+m2
miss1

+ 2Evis1Emiss1 − 2~Pvis1 · ~Pmiss1

Mτ2 = m2
vis2

+m2
miss2

+ 2Evis2Emiss2 − 2~Pvis2 · ~Pmiss2

(2.5.10)

where m, E and ~P is the mass, energy and momenta respectively, vis and miss indexes indicate
the visible and invisible (”missing”) τ decay products10.

For hadronic τ decay we have still 2 unknown variables while for leptonic τ decay we have
4, therefore the available information is insufficient for finding the exact solution. However, not
all solutions are equally likely, and additional knowledge of τ decay kinematics can be used to
distinguish more likely solutions from less likely ones. From τ decay kinematics, one can extract

distribution of the ∆R =
√

(ηmiss − ηvis)2 + (ϕmiss − ϕvis)2. This distribution is obtained from

the Monte Carlo (MC) simulation, and is parametrized with a linear combination of Gaussian
and Landau functions as a function of τ momenta. An example of such fit is shown in figure
2.5.3. The pτ -dependence of the mean, width and relative normalization of the Gaussian and
Landau is parametrized as a0/(pτ + a1p

2
τ ) + a2 + a3pτ + a4p

2
τ (where ai are the coefficients of

the parametrization).
This additional knowledge of the decay kinematics defines probability density functions

for the additional parameters (P (∆R1,pτ,1) × P (∆R2,pτ,2)). In pure leptonic tau decay,
with 2 more unknowns, additional probability density functions may be derived as a func-
tion of di-neutrino mass (mmiss). This yields a 4-dimensional probability density function:∏

i=1,2P (∆Ri,pτ,i)× P (mmiss,i).

10For hadronic τ decaysmmiss= 0 as there is only one neutrino involved, while for leptonic τ decays di-neutrino
system has non-zero mass
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Figure 2.5.3: An example of the probability distribution functions P (∆R,pτ ) for a particular
value of the original τ lepton momentum pτ . These functions are used in the calculation of the
global event probability for three cases: 1-prong (left plot), 3-prong (middle plot), and leptonic
decays (right plot) of τ leptons. From ref. [54].

For the lep-lep channel, the old algorithm creates 4-dimensional grid [ϕmiss1 , ϕmiss2 ,mmiss1 ,mmiss2 ].
For each grid point the solution for the unknown parameters can be obtained. From Eq.2.5.9
one obtains:

PT,miss1 =
6ETX sin (ϕmiss2)− 6ETY cos (ϕmiss2)

sin (ϕmiss2 − ϕmiss1)

PT,miss2 =
6ETX sin (ϕmiss1)− 6ETY cos (ϕmiss1)

sin (ϕmiss1 − ϕmiss2)

(2.5.11)

and from eq.2.5.10, one obtains:

P±Z,missi =
αi · PZ,visi ± Evisi

√
α2
i −

(
E2
visi
− P 2

Z,visi

) (
P 2
T,missi

+m2
missi

)
E2
visi
− P 2

Z,visi

i ∈ {1, 2} (2.5.12)

where αi = 1
2

(
M2

τ −m2
missi

−m2
visi

)
+ ~PT,visi · ~PT,missi

Now using the 4-vectors for both di-neutrino systems, mass of the resonance can be calculated

from Mττ =
√

(Pvis1 + Pvis2 + Pmiss1 + Pmiss2)2.

For each grid point ∆R, mmiss and pτ can be calculated, and the estimated mass will be
weighted by the global event probability which is defined by:

Pevent =
2∏
i=1

P(∆Ri,pτi)× P(mmiss,i) (2.5.13)

For all grid point Mττ distribution is produced, and the position of the maximum of the Mττ

distribution is used as the final estimator of Mττ for a given event.

Realistic Detector Resolution While the 4-vector of the leptons are reconstructed with
a good resolution (Fig. 2.5.4a), The missing energy, 6ET , is badly reconstructed due to the
low energy resolution in the Underliyng Events (UE) and in high pileup environment. Missing
energy resolution is shown in Fig.2.5.4b.

One can expect the effect of finite 6ET resolution to degrade the algorithm performance. To
mitigate these effects, the implementation of the MMC technique in a realistic experimental
environment has to be adjusted to allow for possible mis-measurements in 6ET . It is achieved
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Figure 2.5.4: (a) Reconstruction resolution of the leptons and (b) 6EX deviation from the true
value - using Pythia Z→ ττ MC simulation, with preselection cuts; (c) Minimum bias event
missing energy measurement resolution as function of ΣET taken from data.

by increasing the dimensionality of the parameter space in which the scanning is performed,
to include the two components of the 6ET resolution (for 6ETx and 6ETy). In this case, the event
probability, Pevent, has to be augmented with the corresponding resolution:

Pevent = P(∆R1,pτ1)× P(∆R2,pτ2)× P(∆ 6ETx)× P(∆6ETy) (2.5.14)

where the probability functions P(∆ 6ETx,y) are defined as:

P(∆6ETx,y) =
1√

2πσ2
e−

(
∆ 6ETx,y

)2

2σ2 (2.5.15)

where σ is the 6ETx,y resolution 11.

2.6 Modified MMC algorithm

In this section we will review the limitations of the old algorithm and suggest a modification
which can provide better results.

2.6.1 Limitation of the old MMC algorithm

MMC technique offers better mass reconstruction for Higgs searches in the H→ ττ channels.
However, in our study of the old algorithm, we have found a few weak points in its implemen-
tation.

Variable space In the presented old algorithm the probability space is based on ∆R dis-
tribution weighting functions. Already, the paper [54] pointed out that: “the 3-dimensional
angle between the decay products might be a more natural choice”12. Indeed the presented
variable (∆R) is not boost invariant in the sense that the distribution of the tau decay prod-
ucts is guided by its rest frame variables (θ,φ), and implies that ∆R variable will give different
probability for different detector regions.

To show it we consider un-polarized τ decay. Here, the angle between the emitted lepton
and the τ boost direction (denoted by cos θ∗, see Fig. 2.6.1) is distributed uniformly, i.e
cos (θ∗) ∼ U(−1, 1).

11In Ref. [54] the proposed resolution was σ = 5GeV, while in real analysis the resolution is ≈ 12GeV (see
Fig. 2.5.4b)

12footnote 3
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Figure 2.6.1: Tau lepton decay kinematics viewed in it rest frame and as measured in the lab
frame, θ∗ is the 3-dimensional angle between the τ boost direction and the visible decay product(

cos (θ∗) =
~β·~Pvis
|~β||~Pvis|

)
.

In single hadronic τ decays (τ± → h±ντ ), where mmiss =0 and mvis =0 (good approximation
where the π± mass is ≈140 MeV/c2 [59]), the 3-dimensional angle in the lab frame (θ) can be
related to the angle in the τ rest frame (θ∗) using the Lorentz Transformation:

cos(θ∗) =
(1 + cos(θ))− e2r (1− cos(θ))

(1 + cos(θ)) + e2r (1− cos(θ))
(2.6.1)

where r is the rapidity13 of the τ lepton. The probability function of the decay angle in the lab
frame for a given pτ is:

P(θ|pτ ) = P (cos(θ∗))
∂ cos θ∗

∂θ

∣∣∣∣
pτ

=
2e2r(|pτ |) sin θ

(1 + cos θ + e2r(|pτ |) (1− cos θ))
2 (2.6.2)

The distribution of the angle in the lab frame is shown in Fig. 2.6.2.

Figure 2.6.2: Distribution of P(θ) using Eq. 2.6.2 for un-polirized hadronic 1-prong tau decay,
with 20GeV < |pτ | < 25GeV using e2r = 643.3 at |pτ | = 22.5GeV ; simulated with Pythia
where the τ decay products were given at true detector level.

Here, as an example, we show a perfect fit between MC simulation and an analytical func-
tion. This shows that the rest frame decay angle dictates the decay kinematics, and knowledge

13rapidity is defined by r = tanh−1 β = 1
2 log

[
E+|p|
E−|p|

]
. In case of massless particles when E → |p|: r → η
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of its probability distribution function will provide pure analytical expression for the decay
probabilities.

In addition, we can conclude, that the probability function of P(∆R|pτ ) is not boost in-
variant. Fig. 2.6.3 is an example of this; the distribution is not the same for the center and
forward regions.

Figure 2.6.3: Distribution of ∆R for 20GeV< pτ <25GeV in the forward (η > 1) and central
(η < 1) regions.

This gap in the MMC algorithm was presented in the ATLAS internal meeting [70], and led
the authors of the algorithm to use the 3D angle rather than the ∆R variable.

Probability space The algorithm performs the scan in [∆φ,mmiss] phasespace, where ∆φ =
φvis − φmiss, while the probability distributions are derived in [∆θ3D,mmiss] phasespace, where
∆θ3D is 3-dimensional angle between tau boost and the visible decay product in the lab frame.
This lead to misinterpretation of the probability space. Once the scan space and the probability
space are not the same, additional reweighing function is needed:

P(∆φ,mmiss) ≡ P(∆θ3D,mmiss)J (∆θ3D,mmiss) (2.6.3)

where the reweighing function is the Jacobian defined by

J −1(∆θ3D,mmiss) =

∣∣∣∣ ∂(∆φ,mmiss)

∂(∆θ3D,mmiss)

∣∣∣∣ (2.6.4)

MC dependence The old MMC algorithm uses a MC distribution of the scan variables for
the weighting function. The distribution of angles in the lab frame is strongly dependent on the
production mechanism and the relative boost of the system. The detector performance, and
the beam parameters vary during the analysis (e.g. bunch spacing, center of mass energy of the
beam or lepton triggers and reconstruction techniques), which may have a systematic effect on
the variables distributions. This requires “on-line” tunning of the variables distributions.

2.6.2 Modified MMC algorithm

In order to have a better algorithm performance, an analytical-probability-based method was
suggested. The main advantage, is that the current method relies on the theory, rather than
on the MC distribution.
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Probability distribution function τ leptons are spin-1
2

fermions that decay via the weak
force (W-boson). In the τ rest frame its decay parameters can be calculated from the matrix
elements14:

P(cosθ∗,mmiss) =
1

Γ

Γ (τ → lνlντ )

dcosθ∗dmmiss

=
1

2Mτ

∫ ∏
i=1,2,l

d3pi
(2π)32Ei

|M|2 (2π)4δ4(pτ − pl − p1 − p2)

(2.6.5)
where pτ , pl, p1 and p2 are the tau, lepton, ντ and νl 4-momenta respectively, and M is the
relevant matrix element given by:

|M|2 = 64G2
Fmτk

0
2(p1 · pl) (1− p̂2 · ŝ) (2.6.6)

here p̂2 and ŝ are the unit vectors along the 3-momentum of the νl and the spin of the tau,
respectively. In the τ rest frame the momenta (P ∗), and the energy of its decay products (E∗vis
and E∗miss), from two body decay, are given by:

P ∗ =

√
(M2

τ−m2
vis−m2

miss)
2
−4m2

vism
2
miss

2Mτ

E∗vis =
M2
τ+m

2
vis−m2

miss

2Mτ

E∗miss =
M2
τ−m2

vis+m
2
miss

2Mτ

(2.6.7)

Integrating equation 2.6.5 with respect to the unmeasured momentum, one can express the
probability in terms of the tau rest frame parameters in a limit of mvis → 0:

P (cos θ∗, x) = 2x (1− x2)2 (1 + 2x2) + Pτ cos(θ∗)2x (1− x2)2 (1− 2x2) (2.6.8)

where Pτ is the tau helicity in the Higgs/Z rest frame and x = mmiss
Mτ

. Single tau leptons are

created un-polarized (by choosing a single tau lepton it polarization can be Pτ = ±1)15; thus
it is uniformly distributed over cos θ∗. The single tau distribution is shown in Fig. 2.6.4 for the
Z/γ∗ and Higgs decays.

(a) (b)

Figure 2.6.4: Signle tau decay: P(cos θ,mmiss) distribution for (a) Z → ττ decay; (b) Higgs→
ττ decay. No selection cuts are applied

14Special thanks to K. Blum for helping with the matrix element calculations.
15Although single tau decay un-polarized spin dependence can be observed through spin-correlation, in current

analysis spin correlation were neglected .
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Phasespace definition A proper choice of the scanned phasespace will force one to use
the correct Jacobian transformation. The usage of Jacobian matrix might have a systematic
effect on the algorithm performance. While the scan over the whole phasespace is performed
numerically, the analytical calculation might be inappropriate. For example,if one considers
the traditional scan [∆φ,mmiss], then the Jacobian matrix will be defined by:

J (∆φ,mmiss) =

∣∣∣∣∂ cos θ∗

∂∆φ

∣∣∣∣ (2.6.9)

The specific Jacobian have a singular point when two solutions for PZ (equation 2.5.12)
converge into a single solution. Similar solutions in the massless limit refers to ∆θ, and −∆θ
grid points, and the singularity occurs at ∆θ → 0. This lead to an additional complexity
regarding the phasespace calculation. In order to avoid this complexity we define the scan
phasespace to be the probability phasespace.

Phasespace solution In defining the probability space to be the scan space, we need to
obtain the di-tau resonance mass for each [cos θ∗,mmiss] grid point. The boost of the tau
lepton and the decay angle in its rest frame is related through the visible decay product energy:

El = γτ
(
E∗l + βτP

∗ cos θ∗τ,lep
)

(2.6.10)

where the rest frame parameters the same as those defined in equation 2.6.7.

Once both di-neutrino missing energy and the momentum magnitude are both calculated,
the rest of the parameters can be obtained from the missing energy constraint (eq. 2.5.9), and
from the constraint on the τ mass (eq. 2.5.10). By manipulating the equations, we obtain a
quartic equation for PZ,miss. The quartic equation is solved analytically using Ferrari method
which was first proposed by Lodovico Ferrari in 154016 [72]. From multiple solutions, due to
numerical limitations, we use only the one which gives the most precise values from substituting
back in equations 2.5.9 and 2.5.10. The di-τ resonance mass then is given by:

MMMC = max
m

∫
P(−→x ,−→mmiss)δ (m−Mgrid(

−→x ,−→mmiss)) d
−→x d−→mmiss (2.6.11)

where

M2
grid(xi,mmiss,i) =

(
2∑
i=1

Evis,i + Emiss,i(xi,mmiss,i)

)2

−

∣∣∣∣∣
2∑
i=1

−→
P T,vis,i +

−→
6E T

∣∣∣∣∣
2

−

(
2∑
i=1

PZ,vis,i + PZ,miss,i(xi,mmiss,i)

)2

(2.6.12)

and

xi = cos θ∗i for i ∈ {1, 2} (2.6.13)

16It is reported that even earlier, in 1486, Spanish mathematician Paolo Valmes claim to have solved the
quartic equation but he was sentenced by Inquisitor General Tomás de Torquemada to be burned at the stake
because “it was the will of God that such a solution be inaccessible to human understanding” [71].
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2.6.3 MMC Systematics study

Effects of kinematic cuts It seems that we can use un-polarized tau decay kinematics, but
once we apply a pT cut on the measured leptons (i.e. pT,lep > 20 GeV), the decay angle, cos θ∗,
is no longer distributed uniformly. By choosing events where the lepton transverse momentum
is restricted to be high, the distribution P(cos θ∗) changes such that the lepton is preferably
emitted in the direction of tau propagation. The angular distribution is shown in figure 2.6.5
vs various pT cuts.

Figure 2.6.5: Distributions of cos θ∗ distribution vs lepton pT cut.

For the first approximation, we used polarized tau distribution, which has a similar shape
for accepted events17. It should pointed out that the shape structure is not due to the specific
spin decay, but rather, is guided only by the leptonic cuts.

Effect of unmeasured 6ET The missing energy resolution is expressed as σ( 6ET ). For a good
approximation it scales as:

σ(6ET ) = noise+ α
√∑

ET (2.6.14)

where noise is commonly set to zero18, and
∑
ET is the scalar sum over the transverse energy.

An example of the missing energy resolution is shown in Fig.2.5.4b for H → ττ → leplep
channel and in Fig. 2.5.4c for minimum bias events as measured from 2011 data. The high
range of uncertainty dramatically increases the available phasespace and the reconstructed mass
is widely spread. A comparison between the reconstructed mass with ideal and real missing
energy resolution is shown in Fig. 2.6.6. A scan over a high range of missing energy produces
a shift to lower masses. The missing energy resolution increases the phasespace scan size. The
higher weights are correlated with lower reconstructed mass values. The energy of the emitted
lepton can be expressed in terms of tau rest frame parameters (2.6.7), tau boost βτ and the
decay angle (cos θ∗) shown in equation 2.6.10. In the massless limit one can write:

βτ =

√
1− (y sin θ∗)2 − y2 cos θ∗

1 + (y cos θ∗)2
= 1− y2

2
(1 + cos θ∗)2 +O(y4) (2.6.15)

17More precise attitude should involve calculation of matrix elements in the lab frame or propagate the lepton
pT cut to probability phase-space

18It being observed that for H → ττ → leplep decay channel it differs from zero - future study is needed.
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(a) (b)

Figure 2.6.6: Reconstructed mass for: (a) true missing energy (4d scan), (b) real missing energy
(6d scan): red- Z → τlepτlep , blue- H120 → τlepτlep and green-H170 → τlepτlep

where y = Mτ

2El
. More probable phasespace points (cos θ∗ → 1) are related to lower masses (βτ

decreases to 1− y2). Thus when the phasespace expands, the reconstructed mass may drift to
lower mass region.

2.6.4 6ET correction method

In order to minimize the effect of missing energy resolution on the di-tau resonance mass, a
phasespace-guided correction technique is used. In the range of 3σ (6ET ), 6D scan over the phas-
espace was performed. For each ( 6EX , 6EY ) grid point, the corresponding weight was calculated.
The weight is defined as the total phasespace probability for a given value of missing energy
that is restricted only to the physical solutions (a physical solution is a solution where the
solution exists and satisfy E2

τ > M2
τ ). The weight is defined to be:

ω(
−→
6ET ) = e−

∣∣∣∣∆ 6ET ∣∣∣∣
2σ2

∫
physical

2∏
i=1

Pi (cos θ∗i ,mi,miss) d cos θ∗i dmi,miss (2.6.16)

The larger and more probable phasespace gains a higher weight for the missing energy
values. The correction to the missing energy resolution is shown in figure 2.6.7. Using the

Figure 2.6.7: Missing energy correction from phasespase-guided method in Z→ ττ decay. Miss-
ing energy resolution before (left) and after (right) the correction.

correction method with the corrected missing energy values, a 4D scan is performed, and the
di-tau mass is estimated for the corrected missing energy value.
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2.7 Results and conclusions

The Modified MMC algorithm, which uses a theory driven approach rather than a MC, shows
better mass reconstruction ability than the old algorithm. A comparison between the old and
the modified MMC for SM Higgs boson of 120 GeV shown in Fig. 2.7.1. We should notice that
the old algorithm was not tuned for this specific MC for the lep-lep channel, thus it shows a
shift to the lower masses. The old algorithm reconstructed mass is ∼100GeV instead of 120
GeV, while the modified MMC shows a peak at 120 GeV.
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Figure 2.7.1: Comparison between old (MissingMassCalculator-00-00-06) and new modified
MMC mass reconstruction algorithms for SM Higgs boson of 120GeV using preselection cuts.

In addition, the MMC technique shows better performance than the existing mass recon-
struction algorithms. The collinear approximation (as mentioned in sec. 2.5.3) cuts events with
x1,2 < 0.1 which gives ≈55% signal efficiency while the MMC algorithm does not requires such
cuts and has a high reconstructed efficiency - > 97%. The effective mass gives a lower separa-
tion power than the MMC. A comparison between the collinear and MMC mass are plotted in
Fig. 2.7.2 for the expected background in H → ττ → eµ channel at 4.6fb−1 for the 0 and 1 jet
analysis. And a comparison between the effective mass and the MMC is shown in figure 2.7.3.

For 0-jet analysis channel, MMC algorithm gives ×2.6 better sensitivity. The MMC mass
also gains a higher efficiency than the collinear approximation for multi-jet analysis. Thus it
can be implemented in the multijet analysis by dropping the collinear cut. The modified MMC
algorithm may be the promising mass estimator not for H→ ττ → leplep channel only, but
for all three sub-channels as well. Nevertheless, future study of this technique can improve the
current performance (e.g. analytical modeling of the effect of leptonic pT cut on the angular
distribution).
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Figure 2.7.2: A comparison between the MMC and the collinear mass performances: (a) 0-jet
analysis - using only preselection cuts; (b) 1 jet analysis up to collinear cut
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Figure 2.7.3: A comparison between the background and the signal (ggH) for 0 jet analysis:
(a) Effective mass (b) MMC mass
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Chapter 3

Spin Dependent Cross section analysis
for XENON100 experiment

3.1 Introduction

According to the Standard model of Cosmology (ΛCDM model), the total mass-energy of the
universe is made of dark energy, luminous matter and dark matter. Observations confirm this
picture and report that the universe consists of ∼ 72.8% Dark energy [73], ∼ 4.5 ordinary
matter1, and the remaining ∼ 22.7 is the so called Dark matter (see Fig. 3.1.1).

Figure 3.1.1: Current mass En-
ergy Distribution of the Universe

Dark Matter (DM) is a hypothetical matter that does
not emit or scatter light, but its mass shows gravitational
effects. The Concept of DM is devised from the discrep-
ancy between masses observed in gravitational effects and
contained in luminous matter. The term ’Dark matter’ was
initially coined by Fritz Zwicky who was the first to find
evidence for missing (or unseen) mass by applying the virial
theorem to the Coma cluster of galaxies.

Over the years, additional observations at various scales
(galaxies, clusters of galaxies and the whole universe) sup-
ported the existence of DM. Despite these overwhelming evi-
dence, the exact nature of DM remains a mystery. The stan-
dard model of particle physics does not contain any heavy,
stable, non-baryonic particle, and new physics “beyond the
standard model” is highly motivated. Cold Dark Matter (CDM) is the dominant component
of the the universe [74] which comprises the local galactic halo. CDM consist of particles hav-
ing negligible thermal velocity with respect to the Hubble flow, thus they are considered as
non-relativistic particles. The most popular candidates for CDM are the Weakly Interacting
Massive Particles (WIMPs). The WIMPs could make up a major component of the dark matter
in our own galactic halo. A few representative evidence for dark matter are summarized in the
next section.

1Ordinary matter is matter made of neutrons and protons; the jargon for this is baryons, the technical term
for particles made of quark triplets
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3.1.1 Observational evidence of Dark Matter

Inner-Galactic level - rotation curves: The orbital velocity v(r) of matter (stars or gas)
in the galaxy due to the gravitational potential is governed by the Newtonian dynamics:

v(r) =

√
M(r)

r
(3.1.1)

where M(r) is the mass up to distance r.

The major mass of the galaxy is contained in a visible disk and M(r) is expected to be
constant at the outer edges of the galaxy with an expected velocity profile of v(r) ∝ 1/

√
r. The

observations bring a big surprise: The measured velocity profile at the edge of the galaxy is
not falling as expected, and is independent of r [75]. A possible explanation is that the actual
mass density profile is ρ(r) ∝ 1/r2 (for a spherical mass distribution) and a Dark Matter ’halo’
is proposed to exist.

Extra-Galactic level: The existence of additional unseen matter can be proven by virial
methods, gravitational lensing and velocity dispersion in groups and clusters of galaxies2.

For a gravitational potential the virial theorem states:

〈T 〉 = −1

2
〈V 〉 (3.1.2)

where 〈T 〉 is the average kinetic energy and 〈V 〉 is the average potential energy, and the mass
can be determined based on the galaxies’ velocity. Zwicky was the first to measure the velocity
dispersion of galaxies in the Coma cluster based on the virial theorem. He found that objects
in the periphery of the Coma cluster orbited faster than expected by the mass inferred by its
luminosity [76]. Later many measurements of velocity dispersion were performed, Girardi et.
al. have also applied the virial theorem on a sample of about 100 galaxy-clusters from various
surveys [77].

Dark matter has also been observed indirectly in galaxy-clusters via gravitational lensing.
When light travels near a massive object, its path becomes bent by the gravitational field [78].
If the observer, the massive object and a distant light source are roughly aligned, light is focused
as if it passed through an optical lens. By analyzing the image, the mass distribution of the
“lens”, usually clusters of galaxies, could be determined. A survey with gravitational lensing
on 22 galaxies done by Gavazzi et al. [79] shows a consistent mass density profile of ρ(r) ∝ 1/r2

across galaxies.

Cosmic Microwave Background (CMB): The CMB was first proposed by Robert Dicke
in 1946 and was first detected by Penzias and Wilson in 1964 [80]. Its detection was a crucial
support to the Big Bang Theory. The CMB is mostly uniform black body radiation with a
mean temperature of 2.725±0.002◦K [81]. Small fluctuations in CMB were revealed by WMAP
team [73] (CMB Anisotropy). These fluctuations can be used to estimate the radiation, baryon
and dark matter densities.

3.2 Direct detection of DM

One of the promising ways to detect CDM is to look for signatures of their nuclear recoil against
target nuclei of a terrestrial detector. As our Solar system moves through the galaxy, the relative

2groups /50 and clusters '50 of galaxies
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velocity between Earth and the dark matter halo changes leading to annual modulations in the
expected (or measured) WIMP scatter rate. Although few experiments claim for a positive
annual modulation signal (DAMA/LIBRA with 8.9σ [82] and CoGeNT with ∼ 2.8σ [83]),
other experiments report null results (XENON experiment [84, 85] and CDMSII experiment
[86]), leaving a confusing picture that has motivated much theoretical and experimental work
in various directions (e.g. see [87]). In the following subsections the mathematical framework
of the DM direct detection is presented 3.

3.2.1 DM distribution in MW galaxy

Rotation curves of our galaxy consist of isotopic distribution of DM particles. In our solar
system, the local DM density is expected to be ρD = 0.3GeV cm−3 [89]. It is assumed that the
velocity of the DM particles follow a Maxwell-Boltzmann distribution, and with respect to an
observer on Earth it is given by:

f(v,vE) = e−(v+vE)
2/v2

0 (3.2.1)

where v0 = 220km
sec

is the characteristic velocity of DM particles [90] and vE = 220km
sec

is the
earth velocity relative to the DM distribution [91] 4

The DM particles velocity is constrained by the escape velocity that lies within the range
498km

sec
< vesc < 608km

sec
(90%CL) [91], with median likelihood value of vesc = 544km

sec
. DM

particles with faster velocities (v > vesc) are no longer bounded.

3.2.2 Rate of WIMP-nucleus interaction

The event rate per unit mass of a target defined as:

dR =
N0

A
σvdn (3.2.2)

where N0 = 6.022 · 1023mol−1 is the Avogadro number, v is the DM particle velocity, σ is the
WIMP-nucleus cross section and dn is differential particle density which is given by:

dn =
n0

k
f(v,vE)d3v (3.2.3)

where n0 = ρD
MD

is mean dark matter particle number density and k is a normalization factor
defined by:

k = 4π

∫ vesc

0

f(v, vE)v2dv (3.2.4)

for vesc =∞ define k0 to be:

k0 = 4π

∫ ∞
0

f(v, vE)v2dv =
(√

πv0
)3

(3.2.5)

and for |v + vE| = vesc we define k1 to be:

k1 = k0

[
erf(

vesc
v0

)− 2√
π

vesc
v0

e
− v

2
esc
v2
0

]
(3.2.6)

3Based on work by Lewin & Smith [88]
4Due to annual modulations the correction to the earth velocity is vE+15 sin(2πy)kmsec , where y is the fraction

of the year [88]
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For v0 = 220km
sec

and vesc = 544km
sec

, we obtain k1/k0 = 0.9934.
For vE=0 and vesc =∞, we define R0 which is conventionally expressed in units of kg−1d−1 or
total rate unit (tru):

R0 =
540

AMD

(
σ

1pb
)(

ρD

0.4GeVc−2cm−3
)(

v0

230kms−1
) kg−1d−1 (3.2.7)

Thus we can express differential rate in the terms defined above to be:

dR = R0
k0
k

1

2πv40
vf(v,vE)d3v (3.2.8)

The recoil energy of a nucleus struck by a DM particle of kinetic energy E = 1
2
MDv

2 scattered
at angle θ in center-of-mass is ER = Er(1 − cos θ)/2, where r is a kinematic factor equals to
4MDMA

(MD+MA)2
.

For an isotopic scattering (cos θ ∼ Uni(−1, 1)) in the range 0 ≤ ER ≤ Er we can write:

dR

dER
=

Emax∫
Emin

1

Er
dR(E) =

1

E0r

vesc∫
vmin

v20
v2
dR(v) (3.2.9)

where vmin = v0

√
ER
E0r

is the minimal WIMP velocity that can give ER via elastic scattering,

and E0 = 1
2
MDv

2
0. The differential rate is given by integrating the velocities from vmin to vesc

5:

dR

dER
=



k0

k1

R0

E0r

√
π
4

v0

vE

[
erf

(
vmin+vE

v0

)
− erf

(
vmin−vE

v0

)
− 4√

π
vE
v0
e
− v

2
esc
v2
0

]
vmin + vE < vesc

k0

k1

R0

E0r

√
π
4

v0

vE

[
erf

(
vesc
v0

)
− erf

(
vmin−vE

v0

)
− 2√

π
ṽ
v0
e
− v

2
esc
v2
0

]
|vesc − vmin| < vE

0 vmin > vE + vesc
(3.2.10)

where ṽ = vE + (vesc − vmin).
By integrating the differential rate in the detector’s energy range, the expected rate can be

obtained.

3.2.3 Cross section calculation

The differential rate in equation (3.2.10) is a function of the WIMP-nucleus cross section. The
cross section at finite energy transfer scales as σA(q) = σ0

AF
2(q), where q is the momentum

transferred to the target nucleus A by the scattered particle (q =
√

2MAER where ER is the
recoil energy) and F 2(q) is the form-factor and will be described latter.

The interaction between WIMP to nucleus WIMP-nucleus elastic cross section for spin
independent (SI) and spin dependent (SD) interactions for zero momentum transfer can be
written as

σ0
A = 4G2

Fµ
2
ACA (3.2.11)

where GF is Fermi constant, µA = MAMD/(MA+MD) is the WIMP-nucleus reduced mass and
CA is the ’enhancement factor’ defined in ref [89], which depends on the type of the interaction,
and is given by:

CA =

{
1

πG2
F

[Zfp + (A− Z)fn]2 SI
8
π

[ap〈Sp〉+ an〈Sn〉]2 J+1
J

SD
(3.2.12)

5Full derivation can be found in Appendix A in ref [88]
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where fp,n and ap,n are the effective WIMP-proton or WIMP-neutron coupling constants for SI
and SD interaction respectively, 〈Sp,n〉 = 〈N |Sp,n|N〉 is the proton (neutron) spin expectation
value, and J is the total nuclear spin.

SI cross section For iso-spin conserving DM interaction same interaction strength for neu-
tron and proton is assumed (fp = fn) 6, and the Z term is canceled out, simplifying the cross
section expression to:

σ0
A =

4

π
µ2
Af

2
nA

2 (3.2.13)

The above equation can be used to specify the zero momentum-transfer WIMP-neutron inter-
action: σ0

n = 4
π
µ2
nf

2
n, where µn is WIMP-nucleon reduced mass. To allow comparison between

different experiments (which may have different target nuclei) it is convenient to express the
WIMP-nucleus cross section in term of WIMP-nucleon cross section at zero momentum transfer:

σA(q) = σn(0)

(
µA
µn

)2

A2F 2(q) (3.2.14)

where µn is WIMP-nucleon reduced mass. Thus using cross section from (3.2.14) in equation
(3.2.10) one can obtain a desirable expected rate of WIMP-nucleon interactions.

SD cross section In SD interaction WIMP-nucleus cross section, σA, can be written as

σA(q) =
32

π
G2
Fµ

2
A(ap〈Sp〉+ an〈Sn〉)2

J + 1

J
F 2(q) (3.2.15)

The definition of CA normalizes the spin-dependent nuclear form factor F 2(q) used in calculating
nuclear recoil energy spectra to unity at q=0:

F 2(q) =
S(q)

S(0)
(3.2.16)

where
S(q) = a20S00(q) + a21S11(q) + a0a1S01(q) (3.2.17)

here Sij represent iso-scalar, iso-vector and interference term form factor and a0 = ap + an and
a1 = ap−an are the iso-scalar and iso-vector coefficients respectively. Both ap and an are defined
by various models, hence expressing WIMP-nucleus cross section in terms of WIMP-nucleon
cross section becomes problematic.

Form Factors corrections As the momentum transfer increases, such that wavelength h/q
is no longer large compared to the nuclear radius, the effective cross section begins to decrease.
The Form Factors are presented using a dimensionless parameter u ∝ (qb)2 or u ∝ qrn, where
rn is the effective nuclear radius and b is the nuclear harmonic-oscillator size parameter defined
by:

b =

√
~
mω

(3.2.18)

with ~ω = 45A−1/3− 25A−2/3 MeV (taken from Blomqvist-Molinari formula [93]), and ~2/m =
41.467MeV.
Once the cross section is written in the form σ(u) = σ0F

2(u), the results can be expressed in

6for iso-spin violating dark matter see [92]
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an almost model independent fashion7.
For SI interactions the form factors are calculated using Born approximation where the form
factor is the Fourier transform of ρ(r), the density distribution of the ’scattering centers’:

F (q) =

∫
ρ(r)eiq·rd3r =

4π

q

∞∫
0

r sin(qr)ρ(r)dr (3.2.19)

For SI interaction the so-called ”folded” charge distribution is used, defined by:

ρ(r) =

∫
ρ0(r)ρ1(r − r′)dr′ (3.2.20)

The advantage of using such form is that one can use two trial functions: ρ0 which essentially
defines the nuclear radius and ρ1 a surface thickness. It sufficient to take for ρ0 a uniform
distribution of radius R ∼ r0A

1
3 where r0 ∼ 1.2 fm, and for ρ1 take spherically symmetric

distribution. Examples for such distribution are presented in Ref. [94]. The Form Factor in
this case is:

F (qrn) = 3
j1(qrn)

qrn
× e−(qs)2/2 (3.2.21)

where rn is the nuclei effective radius and s = 1 fm ≈ surface thickness [95].
Unfortunately, SD interaction scattering is not nearly as simple. The Form factors are calculated
using effective nucleon-nucleon (NN) potentials (e.g. see [96]), and are differ for different
isotopes.

3.3 XENON100 experiment

XENON100 is a dual phase (liquid/gas) time projection chamber (TPC), which employs 161
kg of ultra pure liquid xenon (LXe) at a temperature of ∼ −90◦C for direct DM searches.
Drawing of the detector is shown in Fig 3.3.1a. The sensitive volume consists of 62 kg LXe
in an optically decoupled cylindrical tank, surrounded by 99 kg of LXe that provide passive
shielding from external radio-active background. Arrays of Photo-Multiplier-Tubes (PMTs)
are arranged at the top and the bottom of the detector.

Xenon is a noble gas with a high atomic mass (A ≈ 130) which gives rise to a strong self
shielding ability, and a high sensitivity to SI interaction which scales as σ ∝ A2. Of all the
noble elements, xenon in liquid form has the second highest density at about 3g/cm3. Natural
xenon contains different isotopes, as listed in table 3.1. The Xenon target is poorly sensitive

Table 3.1: Natural (NA) abundance of Xenon isotopes

124Xe 126Xe 128Xe 129Xe 130Xe 131Xe 132Xe 134Xe 136Xe
0.095% 0.089% 1.91% 26.4% 4.07% 21.2% 26.9% 10.4% 8.86%

to SD WIMP-proton interaction due to its even number of protons (Z = 54), but it has
good sensitivity to WIMP-neutron interaction due to the high fraction of the two odd-neutron
isotopes 129Xe and 131Xe which make about half of its volume.

When a particle interacts with the liquid xenon, scintillation light (S1) and ionization elec-
trons (S2) are produced. The primary scintillation light is collected by the array of PMTs and

7For SD interaction the treatment is not straightforward due to dependence of F (q) in the specific model
(see eq. 3.2.17). For model independent treatment in SD case see section 3.4.1
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(a) (b)

Figure 3.3.1: (a) Drawing of XENON100 TPC (b) Principle of a LXe TPC, providing 3D
position information and electron recoil/nuclear recoil discrimination.

becomes the “S1 pulse” while the ionization electrons drift upward at constant drift velocity
of vd = 1.74mm/µs , enter the gas phase, and produce proportional scintillation light that
becomes the “S2 pulse” on the top PMT array.

The time and shape of the S1 and the S2 pulses are used to characterize each event: The Z
position of the interaction point is reconstructed using the time difference between the S1- and
the S2-pulses, and the X-Y position is reconstructed using the localized S2 pattern produced
on the top array. The magnitudes of S1 and S2 , eventually converted to the number of scin-
tillation photons and ionization electrons provide energy estimation. An important feature of
the dual-phase TPC is signal/background discrimination using the S2/S1 ratio which is differ-
ent for weak interaction scatters (referred to as Nuclear Recoil NR), and for electromagnetic
interaction scatters (Electronic Recoil, ER), providing the basis for background discrimination
in XENON100 experiment (Fig. 3.3.1b).

3.4 Setting SD limit

XENON100 experiment have the ability to test the DAMA and CoGeNT allowed region, and
due to a null signal result set an upper limit for WIMP-nucleon interaction. After the SI limit
was presented by the XENON100 collaboration [84], we calculate the SD limit also. In the
following section, we summarize the calculation procedure for setting the observed limit as a
function of the WIMP-nucleon cross section in the model independent manner.

3.4.1 Model independent approach

WIMP-nucleus cross section is given in Eq. 3.2.15. In SD case both interaction couplings an
and ap, depend on the WIMP model, moreover also the form factor depend on the interaction
couplings (eq. 3.2.17). To avoid model dependence in limit calculation one can use a simple
approach that allows a straightforward comparison in a model independent way [97]. Using
equation (3.2.15) we can write WIMP-neutron(proton) cross-section as σn,p = 24

π
G2
Fµ

2
n,p|an,p|2.

Now we will assume that only neutrons contribute to the scatter (by setting ap = 0) or only
protons (an = 0) and write the WIMP-nucleon cross section (for pure neutron or pure proton
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interaction) in terms of WIMP-proton(neutron) cross section:

σA = σp,n
4

3

(
µA
µp,n
〈Sp,n〉

)2
J + 1

J
(3.4.1)

3.4.2 Form factors and spin expectation values

The form factors and spin expectation values for xenon odd-neutron isotopes (129Xe and 131Xe)
have been calculated by J. Suhonen et al. [98]. We obtained from the author the spin structure
functions in numerical form. Sij from eq. 3.2.17 can be obtained from the spin structure
functions using conversion formula (18) in ref. [99]:

Sρρ′ =
1

1 + δρρ′

2J + 1

8π
ΩρΩρ′Fρρ′(u) (3.4.2)

where Ω0,1 is static spin matrix element, Fij(u) is the spin structure functions, u = MAb
2ER is

a dimensionless variable given as a function of the recoil energy and b is the nuclear harmonic-
oscillator size parameter given in eq. 3.2.18 which is b = 2.2872fm for 129Xe, and b = 2.2923fm
for 131Xe.
The static spin matrix elements and the spin expectation values for elastic interactions with

a detailed derivation are given in ref. [98] are summarized in Table 3.2.

Table 3.2: Static spin matrix elements (Ωi) calculated with effective g-factors, ground state spin
expectation values (〈Si〉) and total nuclear spin (J) for 129Xe and 131Xe isotopes (CD-Bonn
G-matrix calculation - J. Suhonen et.al [98])

129Xe 131Xe
J 1/2 3/2
〈Sp〉 -0.0019 -0.00069
〈Sn〉 0.273 -0.125
Ω0 0.831 -0.286
Ω1 -0.838 0.284

In previous analysis the used Spin expectation values (〈Sp,n〉) were calculated using Bonn-A
[101] and Nijment II [102] potentials. For 129Xe the magnetic moment agrees within 19% (for the
Bonn-A potential), and 52% (for the Nijmegen II potential). The analysis was done using both
potentials to estimate the systematic uncertainty associated with using different models (see
table 3.3 for detailed comparison for different models and Figure 3.4.2 for comparison of form-
factors and 3.4.5b for comparison of differential rate). Current variables were calculated by J.
Suhonen et.al [98] by shell model code ’eicode’ [103], using effective nucleon-nucleon interactions
based on the CD-Bonn G-matrix [104, 101]. The 1-2% agreement with the magnetic moment
(using effective g factors) is significantly better than the previous spin structure functions.

For the 131Xe isotope Bonn-A and Nijmegen II potentials agree within 8% and 50% with
the measured value of magnetic moment. However, there are additional calculations done by
J. Engel using the quasi-particle Tamm-Dancoff approximation (QTDA) [95] which yield a
magnetic moment within 1% of the experimental value 8.

The Form Factors in the previous analysis were taken from [100] where a six-order polyno-
mials were used. The comparison to the previous parametrization is shown in Figure 3.4.2. We

8It has to be borne in mind that J. Suhonen have used a global fit of the g-factors to an extensive set of
magnetic moments and obtain an excellent agreement with the measured magnetic moments. Such a global fit
is not done in Engel’s calculation [105]
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(a) (b)

Figure 3.4.1: Form Factors for 129Xe and 131Xe isotopes:
(a) Comparison between form factors using parametrization from previous (M.T. Ressell and
D.J. Dean [100] - dashed line) and this (J. Suhonen et al. [98]) analysis. (ER = 70keV at
u ∼= 1.15).
(b) Spin structure function Fρρ′(u) for elastic WIMP-nucleus scattering, that has been used in
this analysis taken from ref. [98].

can see from Figure 3.4.5b and Table 3.3 that the change in the spin expectation values have
the dominant impact on the differential rate calculation. For 129Xe 9 the squared ratio between

the spin parameters is
(
〈Soldn 〉
〈Snewn 〉

)2
≈ 1.73 for neutrons and

(
〈Soldn 〉
〈Snewn 〉

)2
≈ 217 for protons (!). Recall

from equation 3.4.1 that the differential cross section in SD interaction σ ∝ 〈Sn,p〉2, thus the 2
order of magnitude in the square ratio for proton interactions leads to high discrepancy between
previous and this analysis in pure proton limit. However, since the pure WIMP-proton inter-
action is depressed due to the even-proton number of the nuclei, this high difference doesn’t
play a major rule in WIMP-nucleon interactions. It is interesting to note that the form-factor
for pure proton interaction increases with the recoil energy, to values that are larger than one.
It is probably associated to collective nuclear-structure effect: the scattering is not from one
isolated nucleon, and it becomes a coherent effect of many nucleons for certain scattering ener-
gies. Somehow the many-particle shell-model wave functions enhance the collective effects for

9For 131Xe using QTDA the proton spin expectation values differs in 3 order of magnitude compare to this
analysis, so all comparison of differential rate were made using Bonn-A potential
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Table 3.3: Spin expectation values and total nuclear spin for 129Xe and 131Xe isotopes for
Bonn-A and Nijmegen II potentials and QTDA with comparison to current parameters

129Xe 131Xe
〈Sp〉 〈Sn〉 〈Sp〉 〈Sn〉

Bonn-A 0.028 0.359 -0.009 -0.227
Nijmegen II 0.0128 0.300 -0.012 -0.217

QTDA - - -0.041 -0.236
J. Suhonen et.al -0.0019 0.273 -0.00069 -0.125

Figure 3.4.2: Comparison for combined Form-Factor

(∑
A

ωAF
2
A(q2)/

∑
A

ωA for ωAis the NA of isotope A

)
for pure-neutron and pure proton interactions for previous and this analysis (parameter u has
been chosen for A=130). MD = 100GeV, σ0

n,p = 1pb.

protons [105].
Using the new nuclear parameters, the cross section is calculated as a function of recoil energy,
and the differential rate can be obtained using equation (3.2.10) as a function of the recoil
energy.

3.4.3 Systematic unc. from velocity distribution

The WIMP’s velocity distribution directly effects the rate calculation, and uncertainty on it may
cause systematic effects on the expected rate. The systematic effect from velocity distribution
was calculated, and shown here:

Earth velocity correction Due to annual modulations the correction to the earth velocity
is vE+15 cosω(t−t0) km/sec, where ω = 2π/year and t0 ∼= June 2nd [88]. The systematic effect

on the differential rate calculation is negligible. The Fraction of the rate -
dR
dER

(vE=220±15 km
sec

)

dR
dER

(vE=220 km
sec

)
is

shown in Figure (3.4.4).
Earth velocity correction effect few percent on the differential rate, and averaged out by

integrating over the recoil energy. In a presence of null signal the systematic correction due to
earth velocity modulation is negligible.

Escape velocity correction The escape velocity lies within the range 498km
sec

< vesc < 608km
sec

(90%CL) [91], in our calculation we set the escape velocity to be the median likelihood value
of vesc = 544 ± 33km

sec
for systematic uncertainty. The systematic uncertainty from the escape

velocity found to be small - less than 1% and is shown in Figure 3.4.5.
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Figure 3.4.3: Comparison of weighted differential rate(∑
A

ωA
dRA
dE
/
∑
A

ωA for ωA is the NA of isotope A

)
for pure-neutron and pure-proton in-

teractions between this and previous parametrization (old spin exp. values were calculated
using Born A potentials). MD = 100GeV, σ0

n,p = 1pb.

3.4.4 Results

Cross section limit plot Using the methodology in section 3.2, we can calculate the expected
event rate using the WIMP-nucleon zero momentum transfer cross section and set a limit on the
cross section based on the sensitivity of the experiment. The Profile Likelihood (PL) method
[106]) was used to calculate the cross section limit plots as a function of WIMP mass. The plots
are shown in figure 3.4.6. Limits using new and old nuclear parameters are shown in the plots,
we can see that the new pure proton limit is defers ≈3 order of magnitude due to different spin
expectation values.

3.4.5 Summary

The analysis of 100.9 live days science data acquired during 2010. In the absence of significant
signal, an upper limit on the spin-dependent WIMP-nucleon interactions have been derived.
The most stringent limit on pure neutron spin-dependent dark matter interactions is obtained
excluding previously unexplored region of WIMP parameter space.

It has been found that the nuclear model adopted in the analysis has a significant impact on
the sensitivity. To be conservative, we adopt the J. Suhonen [98] nuclear model. Cross-sections
above 5.88× 10−40cm2 for a WIMP mass of 42GeV/c2 are excluded at 90% confidence level.
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Figure 3.4.4: Fraction between rates for σ0
n = 1pb and MD = 100GeV/c2
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(a)

(b)

Figure 3.4.5: Fraction
dR
dER

(vesc=544±33 km
sec

)

dR
dER

(vesc=544 km
sec

)
for σ0

n = 1pb and (a) MD = 50GeV/c2; (b) MD =

1000GeV/c2
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(a)

(b)

Figure 3.4.6: SD limit plot for (a) pure neutron and (b) pure proton interactions. For Xenon
using both nuclear spin parameters and compared to DAMA allowed region, PICASSO [107]
and CDMSII limits [86]
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