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Introduction 

The research carried out during the three years of my Ph.D. course has been focused on solid-state 

radiation sensors, and more precisely on silicon pixel detectors. Pixel based sensors offers several 

advantages over the more traditional silicon microstrips or other position sensitive detectors, among which 

the inherently 2-D coordinate measurement that, joined with the small sensitive volume, leads to a true 

3-D point in space. The pixel size could also be reduced to reach small intrinsic spatial resolution values 

(order of micron or less). The subject of my activity has been the characterization, through the 

development of innovative methodologies and instruments, and design and optimization of different 

flavors of pixel sensors, read-out by standard CMOS technology, either as a separate chip than integrated 

on the same silicon substrate of the sensing element, for the detection of different types of ionizing 

radiation.  

Several classes of sensors have thus been studied, from the well known Hybrid Pixel Detectors, to the 

CMOS Active Pixel Sensors, to the modern many-tiers pixel detectors developed using a 3D Vertical 

Scale Integration technology. Complex test setups have been developed as well as dedicated algorithms to 

extract the important parameters of each sensor, among which Equivalent Noise Charge, Signal to Noise 

ratio for Minimum Ionizing Particles, detection efficiency and spatial resolution. 

A modified grazing angle method with medium energy charged particle beams (i.e. few hundreds MeV 

electrons) has been developed to probe deeply the sensor characteristics, opening the possibility to carry 

out precision measurements of the interaction between ionizing radiation and matter, and of physical 

processes with  unprecedented  accuracy. Applying this technique some electronic properties of silicon 

pixel detectors have been measured, like diffusion coefficient, carriers lifetime and charge collection 

efficiency profiles. 
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Chapter 1.  

Pixel Detectors for Ionizing Particles 

Advances in particle tracking have always lead to breakthroughs in experimental methods and hence to a 

new quality of experiments. A prominent example of this statement is the Nobel-awarded invention of the 

multi-wire proportional chamber by G. Charpak in 1968 [1.1, 1.2], which for the first time allowed the 

electronic detection of particle tracks to an accuracy in the order of a mm and below. Later (~1975) spatial 

resolutions in the order of 100μm were obtained with drift chambers. These detectors typically had a 

read-out density of 0.05 channels/cm
2
. So called vertex drift chambers improved the resolution of such 

chambers down to about 50μm with a read-out density of 0.1 channels/cm
2
. These devices enabled the 

detection of decay vertices, and hence measurements of the lifetimes of long lived (~ picoseconds) particles. 

Silicon microstrip detectors were developed in the early eighties [1.3]. With this new type of detectors, 

spatial resolutions in the order of 10μm became accessible for the first time. The identification of secondary 

vertices and hence of particle lifetimes became precision measurements. These devices had a channel 

density of the order of 100 channels/cm
2
. Pixel detectors [1.4], finally, belong to this category of 

instruments leading the way to a new frontier in measurement techniques and hence in physics. At the 

Large Hadron Collider (LHC), close to the interaction point, no other detector instrument is capable to cope 

as well with the high density and rate of particle tracks and stand the fierce radiation environment. Pixel 

detectors return true three-dimensional space points, a necessity for pattern recognition and tracking in the 

LHC environment near the interaction point. The channel density increases by more than an order of 

magnitude compared to strip detectors to about 5000 channels/cm
2
. Fast read-out of such a large (in terms 

of channels) and complex system required new technologies and methods, which have been developed 

during the past decade. 
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1.1 Motivation for Pixel Detectors 

The term pixel detector describes devices with the detector elements subdivided into an array of 

independent cells. Each segmented electrode is called a pixel. This term stands for a picture element and 

historically was reserved for imaging devices in the visible light spectrum. Pixel devices, delivering true 

two-dimensional pictures, are of great interdisciplinary importance, including scientific applications and 

consumer electronics products. The variety of pixel devices, given the sensitivity of silicon for visible light, 

is the core of the huge commercial market for camcorders and other electronic image capture devices.  

In particle tracking, pixel detectors are best suited to provide high granularity and unambiguous particle 

track reconstruction. Pixel detectors, so far used as vertex detectors in High Energy Physics (HEP), employ 

silicon sensors in the form of Charge Coupled Devices (CCDs) and Hybrid Pixel Detectors (HPDs). CCDs 

for charged particle tracking are closely related to those used in video cameras while HPDs are 

application-specific variants being developed particularly for the LHC experiments as elements of vertex 

detectors being compatible with very high track densities and with harsh radiation environment. Both types 

of detectors require separate front-end electronics, which has an important impact on some of their 

performance parameters, e.g. in terms of read-out speed, amount of material traversed by particles, 

fabrication yield, etc.  

Pixel detectors are generally classified as passive and active sensors. Active pixel sensors are those 

equipped individually with a first stage of signal amplification integrated directly within the pixel area. This 

approach is advantageous since it makes it possible to perform some processing operations independently 

on each pixel before signals are transferred to the common processing blocks placed on the periphery of the 

detector or to the external off-detector units. In the case of passive pixel sensors, the pixels provide only 

charge collection capability and the sensed charge needs to be transferred through the common read-out 

lines to the processing circuitry placed outside the area of the pixel array. 

The part sensitive to radiation, i.e. the detector, and the read-out electronics can be processed separately on 

different substrates, which are connected together during the whole detector system assembling. The 

front-end electronics and the pixel detector are fully separated in the case of HPDs. The full integration of 

the read-out electronics and the detector is only achieved for monolithic pixel detectors. In this case, both 

components are fabricated using a planar process, for which all steps are carried out on the same substrate. 

Most implementations of pixel-based detectors feature extremely low values of the detector capacitance, 

seen at the input of the read-out electronics, enabling low noise operation of the first stage amplifier, 

allowing even with much smaller signals, a satisfactory SNR. An efficient detection capability is possible 

exploiting active layers 20 times thinner than the typical thickness of 300μm. Formerly, in using devices 
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with thin active layers, it was habitual to leave them mechanically thick. Recently, thinned devices are 

proposed for HEP detectors taking advantage of the development of etching techniques and handling of 

such thin structures. This approach will result in a significant reduction of multiple scattering improving the 

tracking performance. 

Pixel detectors offer granularity several orders of magnitude higher than a typical microstrip detector. This 

may accept higher hit densities before effects related to ambiguous hit position reconstruction and cluster 

merging starts to affect the track reconstruction algorithm. For this reason, pixel-based vertex detector 

planes can be placed much closer to the interaction point, resulting in much better precision of event 

reconstruction.  

Radiation hardness is also in favor of a pixel detector with respect to microstrip detectors. For long-strip 

detectors, the limiting parameter is the increase of the shot noise due to the increased leakage current after 

irradiation. In this case, the signal can be overwhelmed by noise. On the other hand, for pixel detectors the 

“strip length” is reduced by about two orders of magnitude. Thus, the noise associated with the leakage 

current is correspondingly reduced making pixel detectors useful for application where extremely hostile 

radiation conditions prevail.  

Certain future applications, and their experimental conditions lead to demanding design requirements. A 

possible solution consists in integrating the detecting elements with the front-end electronics on the same 

silicon substrate using standard, easily accessible CMOS processes used for fabrication of integrated 

circuits [1.5, 1.6]. Devices following this principle have been yet proposed for commercial use for still 

photography and video applications at the beginning of 90’s. They are called CMOS Active Pixel Sensors 

(APS). Originally, their performance lagged behind those of CCDs, however, after many improvements 

during recent years, they serve now as cheap and powerful solutions for imaging systems and become 

viable competitors for CCDs. 

1.2 Working principle of silicon Pixel Detector 

In the previous section the pixel detector has been introduced in quite general terms. In this section some 

details on the operation of silicon pixel detectors are given in order to provide the minimal tools for the 

discussion of pixel detectors and their applications. To describe the operation of a silicon pixel detector one 

may consider a 300 μm-thick n-doped (i.e. doped with the addition of a pentavalent impurity, like 

phosphorus) silicon wafer assuming that each pixel is a p-implant (i.e. doped with a trivalent impurity, like 

boron). The doping must be such as to largely overcome the intrinsic carrier densities in silicon at room 

temperature (≈ 10
+10

 cm
−3

) and will therefore determine the abundance of free electrons (holes) in the 
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n-zone (p-zone). The resistivity ρ of doped silicon depends only on the dopant density N and on the 

majority carrier mobility μ according to 




eN

1
          (1.1) 

where e is the elementary charge. The interface region between the n-doped and the p-doped regions will be 

emptied of free charges through the following mechanism: the majority carriers in each region will diffuse 

through the junction and recombine with the opposite sign charge carriers. This will generate an electric 

field due to the excess charge from the immobile doping atoms, which counterbalances the diffusion and 

establishes an equilibrium. This equilibrium, characterized by the absence of charges which can move 

freely, extends to some thickness W (depletion zone), which depends on the dopant concentration N of the 

lower doped bulk material and on the voltage V across the junction according to 

  VeNVW SiSi 00 2)/(2       (1.2) 

Charges are built up on both sides of the junction and therefore the depletion zone can be seen as a charged 

capacitor of value C per unit area: 

VNWC SiSi 2// 00         (1.3) 

Increasing the reverse bias voltage V increases the thickness of the depletion zone and reduces the 

capacitance of the sensing element, and both these effects increase the signal to noise ratio (SNR). Fully 

depleted detectors (i.e. those with the depletion zone extending to the whole thickness of the silicon layer) 

will give the best SNR. 

 

Figure 1.1 Nomogram showing relations between the most important parameters for silicon junction detectors operation.  
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The nomogram shown in Figure 1.1 correlates most of the parameters which have been discussed so far. 

Any straight line in the Figure 1.1 correlates the values of the different parameters (elaborated from [1.7]). 

A 300 μm-thick n-type silicon substrate with p-implants is a set of pn junctions which act as independent 

diodes. If these diodes are reversely polarized, e.g. applying a positive voltage on the n-side and connecting 

each p-implant to ground through its read-out amplifier, very little current flows through them. The 

majority carriers experience a barrier due to the externally applied voltage. The minority carriers (holes in 

this example) are constantly removed out of the depleted region by the field in the junction, thus generating 

a small current, known as dark current. As the carriers are thermally generated, this current depends on 

temperature and is also known as thermal background current.  

Particles crossing the silicon detector, or photons absorbed in it, generate charged carriers (on average 

1 electron-hole [e-h] pair per 3.68eV of energy deposited). If these carriers are generated in the depletion 

zone, they lead to a current signal much larger than the thermal background current and which is therefore 

detectable. The depletion zone hence constitutes the active volume of the detector. In the undepleted 

regions, on the contrary, there is too low an electric field to collect charges in a short time and too many 

majority carriers which facilitate charge recombination.  

To understand how this current is generated and how it can be detected, the case of a relativistic particle 

crossing the 300 μm-thick silicon detector is considered. The particle looses energy through many collisions 

with the electrons of the crystal and generates in 300 μm-thick silicon detector ≈ 80 e-h pairs per 

micrometer of path in a few micrometer wide cylinder around its trajectory. These charges drift under the 

action of the external electric field at a speed which depends on the electric field but saturates at values 

≈ 10
7
cm/s for fields close to 10

4
V/cm. The charges are therefore collected in less than 10ns, resulting in a 

current of about 0.5μA. During the drift the charges do not exactly follow the electric field-lines, but diffuse 

as a consequence of the random thermal motion in the crystal lattice. Spread of the arrival position of the 

charge due to this effect can be described as a Gaussian distribution with standard deviation  

Dt2          (1.4) 

which results in a spread of a few micrometers at the collecting electrode, assuming a typical electron 

diffusion constant of 36cm
2
/s and a transit time of the carriers of 10ns. The diffusion constant is higher for 

electrons than for holes, as it scales with the mobility. 

1.3 Hybrid Pixel Detectors 

The intensive growth of the Hybrid Pixel Detectors (HPDs) was initiated and is still driven by the 

development for the LHC detectors, where very fast and radiation hardened devices are required [1.8]. The 
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fabrication of this type of pixel sensor is very similar to the fabrication of a microstrip sensor. In the pixel 

case the implants have a higher segmentation. This simple change of the sensor design has many 

consequences at the system level and offers a variety of applications. The detector part consists essentially 

of a microstrip detector structure, each strip being subdivided into some number of short pieces, which 

constitute the pixels. The sensor array and the matching read-out chip are processed independently and are 

connected together only in the final step. In this way the material and processes can be individually 

optimized for the actual purpose i.e. detector and electronics. This approach makes it possible to achieve 

fast enough read-out and radiation hardness compatible with the LHC environment. The detector substrate 

is high resistivity silicon, although other materials than silicon, e.g. diamond, are also considered. 

 

Figure 1.2 Sketch of a “blown-up” hybrid pixel detector 

The read-out electronics is built in an industrial CMOS foundry and it can be similar in architecture to the 

classical front-end topology for microstrip detectors. The connection of the detector and the read-out 

electronics is customarily done by means of the flip-chip bonding technique, where small balls of solder, 

indium or gold, establish the electrical and mechanical connection between each detection element and its 

read-out circuit. 

The two-dimensional high-density connectivity is the key characteristics of the hybrid pixel detector and 

has three main consequences that are illustrated in Figure 1.2: 

 The connectivity between the sensor and the mating read-out chip must be vertical; 

 There must be exact matching between the size of the pixel and the size of the front-end electronics 

channel; 

 The electronics chip must be very close (10-20μm) to the sensor. 

As shown in paragraph 1.2 , the operation of the HPDs obeys to Eq. (1.2), (1.3), and (1.4), but constraints 

which result from the topology of the assembly must be considered too. To deplete the sensor a sufficiently 

high bias voltage must be applied on the backside plane while all the pixels are grounded. 
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Any electronics chip must have some ancillary logic to extract the signal from the front-end channels, 

organize the information, and transmit it out. This logic cannot be distributed to all pixel cells, but has to be 

concentrated and is normally placed close to one edge of the chip.  

Since the chip is very close to the sensor, designers must pay special attention to avoid the following: 

 Large static voltage (i.e. bias voltage) on the front side or on the edge of the sensors that may give 

rise to destructive sparks. This implies that the guard ring structure which helps to confine the 

high-voltage region should be on the backside of the sensor.  

 Large high-frequency signals on the electronics that may induce detectable signals on the pixel 

metallization. This implies using low swing logic signals (e.g. LVDS) and minimizing the coupling 

capacitance between the sensor and the digital busses.  

HPDs have the disadvantage of high complexity of millions of interconnections and they introduce extra 

material in the active area. Moreover, HPDs are characterized by the relatively high power dissipation 

reaching a few hundred mW/cm
2
 and relatively large size of a single cell needed to integrate required 

complex functionality of the read-out circuitry. 

Other peculiar characteristics of the pixel detectors are related to the small dimensions of the sensing 

elements. Each pixel covers, in fact, a very small area (≈ 10
−4

cm
2
) over a thin (≈ 300μm) layer of silicon. It 

therefore exhibits a very low capacitance (≈ 0.2 – 0.4pF), which is dominated by the coupling to the 

neighboring pixels rather than to the backside plane. The low capacitance is one of the key advantages of 

pixel detectors since it allows fast signal shaping with very low noise. It is common to obtain single pixel 

noise of about 200e for electronics operating at 40MHz and therefore an SNR exceeding 100 for fully 

depleted 300 μm-thick sensors. This is a very comfortable situation as it allows operation in absence of 

spurious noise hits. A detection threshold set at, e.g., 10σ noise, gives in fact full efficiency and very low 

probability that a noise fluctuation exceeds the threshold. This may be looked at as a very idealized 

situation as other sources of fake hits could be conceived (e.g. electronics pickup, cross talk, low-energy 

photons), but measurements [1.9] prove that a spurious hit probability of <10
−8

 per pixel can be reached 

under experimental conditions. Another way of taking advantage of the excellent SNR is to consider that 

the detector is robust enough to tolerate even a considerable signal loss. 

This extends the application of the hybrid pixel detector in two directions: 

 To sensors which have a poor charge collection or a limited active thickness (e.g. diamond, GaAs, 

Cd(Zn)Te); 

 To crystalline silicon sensors damaged by high irradiation flux. 

In the latter case the collected charge is diminished through two effects: the trapping of drifting carriers due 

to radiation-induced defects in the crystal lattice and the reduction of the depletion depth due to the increase 

of the space charge [1.10].  
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Finally, smallness of the pixel means smallness of the reverse current flowing through it at depletion 

(typically 0.1μA/cm
2
). This reduces the parallel noise and allows operation even after considerable 

irradiation. After 10
15

 particles per square centimeter the reverse current density increases to ≈ 30μA/cm
2
, 

rendering large sensing elements difficult to operate. In summary, the HPD is the ideal detector to work in 

the very hostile environment which exists close to the interaction region of a particle accelerator because: 

 It is radiation hard (i.e. it survives at high fluence of particles); 

 It provides nonambiguous three-dimensional measurements with good time resolution; 

 It provides the space resolution which is needed to measure short-lived particles. 

HPDs have been shown to work in particle physics experiments [1.11, 1.12]. This success has triggered the 

design and the construction of detectors approaching few square meters of sensitive area and 100 millions 

of channels [1.13-1.15] to be operated in intense particle fluxes. Freedom in the choice of the sensitive 

material has also favored the application of HPDs in other fields, like medical diagnostics [1.16, 1.17]. 

1.4 Monolithic Active Pixel Sensors 

Monolithic Active Pixel Sensors (MAPS) constitute a novel technique for silicon position sensitive 

detectors. The sensors are fabricated in a standard CMOS process used for modern integrated circuits 

manufacturing. The baseline architecture of the proposed device is similar to a visible light CMOS camera, 

emerging recently as a substantial competitor to standard CCDs for digital photography and video 

applications [1.18]. The new element, distinguishing MAPS from classical detectors on a fully depleted and 

high resistivity substrate, is the charge collection achieved from a lightly doped undepleted epitaxial layer 

used as the active volume. The signal sensed in the MAPS detector is a current pulses induced on pixel 

electrodes, quite small in amplitude and of short duration. The current is induced on some number of the 

adjacent pixels, which are closest to the particle impact point. The current is integrated on a collection diode 

producing a voltage drop whose magnitude depends on the distance between a given pixel and the impact 

point. The total amount of charge available from a single event depends on the thickness of the epitaxial 

layer. The charge liberated in the highly doped substrate, on which the epitaxial layer is grown, is mostly 

lost due to fast recombination of carriers. However, some fraction of this charge diffusing from the 

substrate to the epitaxial layer can still be collected.  

The design and fabrication of MAPS follows the developments in microelectronic industry. The current 

trends, related to scaling down the technology feature size, are to reduce also the thickness of the epitaxial 

layer. This translates into less charge, which can be collected but is particularly compensated by the good 

noise performance. The epitaxial layer is available in numerous modern CMOS VLSI processes, featuring 

twin tubs, where it is grown on a highly, usually p++ type doped substrate.  
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Figure 1.3 Sketch of the structure of MAPS for charged particle tracking. The charge-collecting element is a floating nwell diode on the 

p-type epitaxial layer. Because of the difference in doping levels (about three orders of magnitude), the pwell and the p++ substrate act as 

reflective barriers and the generated electrons can be collected by the nwell/pepi diode. 

The principle of this new structure is sketched in Figure 1.3. This figure shows the cross section through the 

wafer sandwich-like structure composed of the substrate, the epitaxial layer, the nwell and pwell. Another 

information in Figure 1.3 is the distribution of the electric potential with its minimum in the region of the 

nwell. Since, there is no strong electric field, the charge carriers, generated after the impact, diffuse at 

thermal velocities towards the collecting diodes. In the new device, the charge generated by the traversing 

particle is collected by the nwell/pepi diode, created by the floating nwell implantation reaching the epitaxial 

layer. This structure forms a potential well that attracts electrons. The active volume, i.e. epitaxial layer, is 

underneath the read-out electronics allowing a 100% fill factor, as required in tracking applications. One 

constraint of the proposed approach is the limitation of the design at the pixel level to NMOS transistors 

only, whereas both types of transistors are used at the chip periphery. This is a consequence of the use of 

nwell implantation areas for the collecting diodes.  

In the last years even more MAPS were fabricated using a non epitaxial layer and relatively high resistivity 

substrate [1.19]. In this case a supporting silicon wafer is uniformly p-type doped and is directly used for 

nwell and pwell implantations (twin-tub process). There is no potential barrier in the bulk, therefore a larger 

charge spread is expected. Hence, contrary to what happens when an epitaxial substrate is present, the 

sensitive region has no clear limit in depth and this effect increases the total amount of  charge collected in 

the nwell/psub diode, potentially compensating for a larger charge spread. 

In Figure 1.4 it is shown the cross section of silicon wafers used for the fabrication of CMOS monolithic 

pixel sensors. On the left, the structure of epitaxial type wafer is shown. On the right the non-epitaxial, high 

resistivity wafer is presented. 
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Figure 1.4 Cross section of silicon wafers used for the fabrication of CMOS monolithic pixel sensors. On the left, the structure of epit axial 

type wafer, on the right the non-epitaxial type with high resistivity wafer. 

The basic single cell read-out architecture of a MAPS detector is shown in Figure 1.5(a). The transistor Mrst 

resets the diode to the reverse bias, the transistor Msel is a row switch, and while the transistor Msf 

constitutes one part of the source follower. The current source for the source follower and the column 

selection switch are located outside the pixel. Such a pixel configuration provides capability of continuous 

charge integration within time between two consecutive reset operations. The small size of a single pixel, 

which contains in the basic configuration only the charge collecting diode and three transistors used for 

signal read-out, allows assembling active arrays with a tight read-out pitch of 20μm or less. 

  

Figure 1.5 (a) Electrical scheme of a standard three transistor APS, and (b) a simple 3x3 pixels matrix. 

In Figure 1.5(b) a simple 3x3 pixels matrix is presented. After noise optimization, taking into account the 

actual working conditions, i.e. read-out frequency and single pixel sampling, equivalent noise charges of 

below 10e are achievable even for operation at room temperature. The compact layout in combination with 

the measured high SNR results in a very good spatial resolution as required by new HEP experiments. The 
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device can also eventually be thinned down to very small thickness (~ 100μm or less) in order to reduce 

multiple scattering. After production the device is ready to be used without any complicated and expensive 

post processing bump-bonding. 

Another important characteristic of the MAPS detectors is low power operation, which is achieved by the 

activation of the circuitry in each pixel only during the read-out and, contrary to CCDs, there is no power 

dissipation due to high frequency clock signals driving large capacitances.  

1.5 Vertical Scale Integration 

Detectors for particle tracking can be revolutionized by 3D-IC technology [1.20]. The advantage of this 

approach is that different 3D-IC vertical levels (called tiers) can be individually manufactured and 

optimized, by independently fabricating 2D process, and then bonded together after precise alignment and 

thinning and interconnecting them through deep metal vias known as through silicon vias (TSV).  

Theoretically, heterogeneous wafers, i.e., from different foundries or even different process families may be 

combined, optimally distributing tasks like photon sensing, analog amplification, and digital processing. 

The sensor layer may be tailored specifically to the needs dictated by the radiation to be detected. Factors 

affecting sensor optimization include material, pixel granularity, and the choice of front or back side 

illumination. Each pixel can then be equipped with read-out electronics comprising tens or hundreds of 

transistors distributed on separate tiers.  

 

Figure 1.6 Schematic cross-section of the two tiers 

A fully processed sensor layer (made with high resistivity silicon for operation in depletion) can be attached 

to a 3D multi-tier read-out circuit in a separate step. Thus, a side benefit of the 3D-IC development is 

emergence of die-to-wafer or die-to-die fusion bonding techniques that may be used as a replacement of In 

or PbSn bump bonding.  
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Vertical integration technologies have already become quite popular among IC designers, as they can 

alleviate some important performance limitations correlated with CMOS feature size scaling. They are 

already widely used in the design of high density storage devices and promise to provide a means to 

overcome the bandwidth bottleneck in modern microprocessors by vertically integrating processor and 

memory subsystems in a single chip.  

Another possible application of 3D-IC technology, proposed by the INFN Perugia group, is for realizing 

particle tracking detectors based on CMOS Active Pixel Sensors layers, monolithically integrated in a 

all-in-one chip, featuring multiple, stacked and fully functional detector layers capable to provide momentum 

measurement (particle impact point and direction) within a single detector [1.21, 1.22]. In particular, instead 

of using different tiers of the stacked 3D structure for heterogeneous integration (namely, by devoting 

different tiers to the sensing layer, and to the analog and digital circuitry), identical fully-functional CMOS 

APS matrix detectors, including both sensing area and control/signal elaboration circuitry, could be stacked in 

a monolithic device by means of TSV connections. This will results in a very low material detector, thus 

dramatically reducing multiple scattering issues. The information coming from thinned multiple stacked layers 

could be usefully exploited to extend the detection capability of the monolithic sensor. In principle, such a 

detector would be capable of giving accurate estimation not only of the impact point of a ionizing particle, as 

well as of its incidence angle. A single detector allowing particle momentum measurement therefore could be 

built, at the same time being a low material detector multiple scattering effects are expected to be negligible, 

since incoming particles have to cross only few micrometers of bulk silicon. 
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Chapter 2.  

Interaction of radiation with matter 

Radiation is detected by its interaction in matter. Every detection system has the same structure: it starts 

with the interaction of the radiation with the detection medium; the result of the interaction is transformed 

into signals, which are read-out and usually recorded. These interaction processes depend on both the type 

and energy of the incoming particles.  

Physical phenomena allowing detection often involve soft electrons or photons, or atomic and molecular 

excitations. The fundamental mechanism on which radiation detectors are based is the dissipation of a 

fraction of the incoming radiation energy inside the detecting material. The transferred energy is distributed 

among excited states, which are capable of generating carriers (for instance electrons-holes in 

semiconductors, ion pairs in gaseous devices, photons in scintillating media, etc.). These carriers are 

processed by appropriate read-out elements (for instance front-end electronics for semiconductor detectors 

and for gaseous devices, or photomultipliers for scintillating materials, etc.). Hence, the required radiation 

information, such as momentum, energy and velocity, can be obtained. This is the reason why the analysis 

and the development of silicon detectors needs an extensive knowledge of the physics that describe the 

radiation interaction with matter. Following will be briefly addressed an overview of basic concepts. 

2.1 Passage of charged massive particles through matter 

A fast relativistic charged particle traversing matter loses energy in discrete amounts in independent and 

stochastic single collisions. It interacts with the electrons and nuclei of atoms. The two major effects that 

characterize the passage of a charged particle through a thickness of material are an energy loss by the 

particle and a deflection of the same from its incident direction. The interaction mechanism varies with the 

energy, the mass and the charge of the incoming particle and the characteristics of the target too. In the 

following we will focus on the particles that have mass. The interaction mechanisms are essentially: 
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1. Inelastic collisions with the atomic electrons of the material; 

2. Elastic scattering from nuclei; 

3. Nuclear reactions; 

4. Emission of Cherenkov radiation; 

5. Bremsstrahlung. 

Inelastic collisions with orbital electrons are almost exclusively responsible for the energy loss of heavy 

particle in matter. In these collisions, energy is transferred from the particle to the atom causing an 

ionization or an excitation. For light charged particles, e.g. electrons and positrons, there are two main 

processes contributing to the continuous energy loss: ionization and bremsstrahlung. The bremsstrahlung 

process is inversely proportional to the squared mass of the incident particle, thus it substantially accounts 

for radiation losses only for electrons. At electron energies above a few tens of MeV, bremsstrahlung 

dominates completely other processes [2.1, 2.2]. 

2.1.1 Cross section 

As mentioned above the main interaction mechanism between a charged particle and the crossed material is 

the collision. Mainly the collisions occur with the atomic electrons of the crossed medium, rarely with the 

nuclei. In all cases the collisions cause the transfer of an amount of energy from the incident particle to the 

target and a deflection of the same: the struck atom goes in an excited state and, if the energy is large 

enough, the hit electron can be detached from its atom creating an ion (primary ionization). If this electron 

reaches an energy enough large, can be itself a cause for ionization (secondary ionization). In this case the 

secondary electron is referred as δ-ray. We do not have to think to a collision between two bodies as a 

contact between their mass, rather as the effect of the electromagnetic interaction between the charged 

particles. In this scenario is clear that a particle can also interact with electron far from itself (the so called 

distant collision) and the definition of the collision process is a difficult problem to solve.  

The quantity that characterizes the collision process is the cross section. Considering a beam of particles 

with an uniform distribution and F particles per unit of time impinging on a target particle. If we look at the 

average number of particle Ns scattered into the solid angle dΩ in the unit of time we can define the 

differential cross section as: 
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The total cross section will be the integral over the entire solid angle: 
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This quantity has the dimension of an area and can be considered as the section normal to the beam 

direction outside of which the particle is not deflected. However, despite this definition, the cross section is 

just a measure of the interaction’s probability: the larger is this quantity the greater is the probability to 

have an interaction. According to this last definition the cross section can be defined not only for collisions 

but also for other kind of interactions. 

2.1.2 Mean energy loss for massive particles 

The collisions are casual, of course, but their number per macroscopic path length is generally large and this 

is the reason why average quantities are generally used. One of the most important quantity is the mean 

energy loss per units length, often called stopping power. Many theories have been developed during the 

first half of the twentieth century in order to characterize this quantity. The correct quantum-mechanical 

calculation was first described, around 1932, by Hans Bethe, Bloch and other authors who gave the 

formula: 
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with: 

2πNare
2
mec

2
= 0.1535 MeVcm

2
/g β: v/c of incident particle  

re: electron radius (2.817 x 10
-13

 cm) ρ: density of absorbing material 

Me: electron mass γ:   √     

Na: Avogadro’s number δ: density correction 

Z: atomic number of absorbing material C: shell correction 

A: atomic weight of absorbing material I: mean excitation potential 

z: charge of incident particle Wmax: maximum energy transferable in a single collision 

 

Wmax can be calculated using the equation: 

22

22

max

121

2

ss

cm
W e







       (2.4) 

where:        and       

The mean excitation energy I depends by the orbital frequency of the absorbing material and there is not a 

precise formula to calculate that value. However values of I for several material have been deduced from 

measurements [2.3]. The last two terms in the parentheses of Eq. (2.3) are the density and the shell 

corrections and they have been inserted in the original formulation of Bethe-Bloch in order to enhance the 
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prediction of the formula at certain range compared to the experimental results. The density correction takes 

into account the effect of the electric field produced by incoming particles and is more evident at high 

velocity. Instead, the shell correction is noticeable when the velocity of incident particle is comparable to 

the orbital velocity of the bound electrons of the target material. At this low energy some other complicated 

effects come into play and the Bethe-Bloch formula breaks down. When the velocity is comparable with the 

speed of orbital electrons of the target material the energy loss reach a maximum depending on the sign of 

the charge (Barkas effect) and for lower energy drops sharply. At higher energy (that means higher 

velocity) dE/dx is dominated by the 1/β
2
 factor and decreases until β ≅ 0.96c where a minimum is reached. 

Particles with this energy are usually indicated with the name of minimum ionizing particle (MIP).  

Increasing the energy the losses do not increase so much due to the density effect (Fermi plateau) until the 

radiative components, such as the Cherenkov radiation and Bremsstrahlung, start to be relevant. The 

Cherenkov radiation arises when a charged particle in a medium moves faster than the speed of light in that 

same medium (βc>c/n, with n: index of refraction): in such case an electromagnetic shock wave is created, 

just as an aircraft that moves faster than sound.  

Especially for light particles, such as electrons or positrons at very high energy, the Bremsstrahlung 

emission represents the main energy loss mechanism. The deflection and the deceleration of the particle due 

to the interaction with the nuclei of the target cause the emission of photons; this effect is much greater as 

lighter is the particle and higher is the atomic number of target material. While ionization loss rates rise 

logarithmically with energy, Bremsstrahlung losses rise linearly and dominate at high energy (just only 

above few tens of MeV in most material for electrons). In Figure 2.1 it is shown the mean energy loss (also 

known as stopping power) for muons that traverse a copper target in the range of few hundreds of keV to 

tens of TeV. 

 

Figure 2.1 Stopping power for positive muons in Copper [2.4]  
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2.1.3  Correction to Bethe-Bloch for electrons and positrons 

Electrons or positrons needs particular consideration. First, their small mass implies the possibility of a 

large deflection due to a single collision too; moreover the collisions are between identical particles, so that 

the calculation must take into account their indistinguishability. As result the maximum transferable energy 

in a single collision becomes: 

2/max eTW           (2.5) 

with Te: kinetic energy of the incident particle, and the Bethe-Bloch formula can be rearranged as: 
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where suffix “+” means positrons and “-” means electrons. 

2.2 Energy straggling 

Up to now, in this chapter, the discussion of energy loss has been concerned mainly with the mean energy 

loss suffered by charged particles when passing through a thickness of matter. 

The amount of energy loss is a stochastic quantity with two sources of variations i.e. the amount of energy 

transferred in a single collision and the actual number of collisions. The number of collisions fluctuates 

according to the Poisson law i.e. for N collisions the number of collisions varies as √N. The relative 

variation of the collision number is inversely proportional to √N, so in the limit of very thick absorbers, the 

fluctuations in the energy loss due to the number of collisions vanish. However, for a finite thickness 

medium, the actual value of the collision number fluctuates. The distribution of the energy loss is  called the 
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straggling function, and only for a thick layer it has a nearly Gaussian form. In general, the distribution is 

non-symmetric, skewed towards high values, with a long tail in the direction of high values of energy 

depositions. The probability of individual interactions with large amounts of energy transferred is strongly 

reduced, which implies the mean value of the distribution higher than the most probable one. Theoretically, 

the calculation of the energy loss distribution for a given thickness is a difficult mathematical problem and 

is generally divided into two cases: thick absorbers and thin absorbers. 

2.2.1 Thick absorber 

For thick absorber the number of collisions along the path of incoming particles is large. If we assume that 

the energy lost in each collision is not so large to alter the velocity of incident particle, the overall sum of 

all losses will be the sum of a large number of random variable with the same probability distribution. For 

the central limit theorem a sum like that approaches to the Gaussian distribution [2.5]: 
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with x: thickness of absorber, Δ: energy loss, ‹Δ›: mean energy loss and  
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When the thickness of the absorber is very large, the assumption that the velocity does not change along the 

path becomes invalid.  

 

Figure 2.2 Typical Bragg curve showing the variation of stopping power as a function of the penetration depth [2.1]. 
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From the Figure 2.1 it is clear that when a particle slows down in matter, its rate of energy loss change as its 

kinetic energy changes: in particular, below the MIP condition, the more the particle slow down, the more it 

releases energy and the more it will be slowed; at the end, if the target is large enough, the particle will be 

completely stopped. Figure 2.2 shows an example of how the stopping power varies along the path of a 

particle beam until it is completely stopped; this kind of curves are known with the name of Bragg curves. 

2.2.2 Thin absorber 

In contrast to the thick absorber case, the distribution for thin absorbers, where the number of collisions N 

is too small for the Central Limit Theorem to hold, is extremely complicated to calculate.  

This is because of the possibility of large energy transfers in a single collision which adds a long tail to the 

high energy side of the energy loss probability distribution thus giving it a skewed and asymmetric form. 

Figure 2.3 illustrates this general shape. It may be characterized schematically by the position of the 

maximum of the distribution function (Δp) and by the full width at half maximum (w). Note that the mean 

energy loss no longer corresponds to the peak but is displaced because of the high energy tail. 

 

Figure 2.3 Straggling functions in silicon for 500 MeV pions, normalized to unity at the most probable value.  

Theoretical calculations of this distribution have been carried out by Landau and Vavilov [2.6, 2.7]; these 

solutions have a different region of applicability and the discriminating parameter is the ratio k = ‹Δ›/Wm.  

Landau solved this problem for k ≤ 0.01 making the assumptions that: 

1. The maximum energy transfer is infinite Wm=∞; 

2. The electron binding energy in a collision is negligible, in other words the electrons involved in 

collisions are treated as free and the distant collision is ignored; 

3. The particle velocity remains approximately the same; 

4. Taking only the first term of Eq. (2.3), the mean energy loss ‹Δ› is approximated to the ξ parameter. 
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He derived the expected energy loss distribution by solving an integral transport equation: 

.
0

]dEΔ)f(x,E)ΔW(E)[f(x,=Δ)(x,
dx

df



      (2.12) 

Here f(x,Δ) represents the distribution probability that the incident particle will lose an amount Δ of energy 

when crossing a layer of thickness x. This function is usually called straggling function. W(E)dE represents 

the probability per unit path length of a collision transferring energy E to an electron in the material. 

The function W(E)dE is not generally known but Landau was able to derive an approximate solution by 

using the free electron (Rutherford) cross section: 
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where CE: Euler constant equal to 0.5772.  

The Landau distribution, fL(Δ), is asymmetric with a tail extending to Wm with a maximum for λ=0.229  

and wL=4.018ξ. 

The energy loss corresponding to the maximum of the function fL(Δ) is the most probable energy loss [2.4]  
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Subsequently Vavilov derived an improved solution which takes in account the spin of the incident particle. 

For the collision cross section Vavilov used the form 
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Vavilov also demonstrated that his solution tends to the Landau function for k ≤ 0.01, region where ‹Δ› is 

approximated by ξ. For k > 10 the number of collisions is very large and, for the Central Limit Theorem, 

the Vavilov function coincides with  a Gaussian distribution.  

Further corrections to the theory taking into account the fact that the electrons in the material are not free 

have been proposed by Blunck and Leisegang [2.8], Shulek [2.9] and Bichsel [2.10]. For solid state 

materials, comparisons with experimental observations have been made: while the most probable energy 

loss agrees rather well with the prediction of the theory, the width of the distribution is broader than 

expected and cannot be accounted for by electronic noise or imperfect resolution. The effect is particularly 

noticeable for very thin absorbers [2.11], of the order of a few hundred micrometers or less of thickness. 

The modified energy loss distribution can be improved by using a modified cross section to take into 

account the electron binding energy. 

The modified energy straggling function can be therefore expressed as [2.12]: 
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In other words the experimentally observed energy spectrum can be calculated by convolving  the Landau 

distribution with a normal distribution of variance δ2. The results of the convolution is a broader 

distribution with a peak value usually increased by a small amount compared to the Landau theory. Shulek 

et al. [2.9] propose the form 
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as an estimate of the effect, where Ii is the effective ionization potential of the i-th shell and where fi is the 

fraction of electrons in that shell. The resulting improved energy loss distribution has an overall value of w, 

which is roughly given by: √  
          

As the material thickness decreases, δ2 becomes more and more the dominant term, which determines the 

overall w of the straggling function. Conversely, it is not expected to provide an additional broadening of 

the distribution at large thicknesses. 
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2.2.3 Energy straggling for electrons and positrons 

As for the stopping power, a correction should be considered in the case of electrons or positrons.  Mainly 

due to the fact that after collision is impossible to distinguish between the incoming electron and the 

electron of the struck atom, and the fact that the mass of the particles into play is the same, the cross section 

and the other quantity from which the Landau-Vavilov solution comes out must be modified. By the same 

procedure used by Landau but starting from the correct cross section, the energy straggling function 

becomes:   

     lnexp),( xff L
       (2.21) 

where: 
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The suffix “+” or “-“ means respectively the case of positrons or electrons, and EK is the kinetic energy of 

beam. 

2.2.4 Energy for charge carrier generation in semiconductor material 

The energy W required to create an e-h pair in a semiconductor by a charged mass particle traversing the 

medium depends on the band gap energy Eg of the material and hence, although only slightly, on the 

temperature. The measurements of this quantity show a nearly linear dependence on the band gap energy, 

and the linear fit to the data obtained for different materials gives [2.13] 

 eVEEW gg  84.176.1)(       (2.23) 

The energy for charge carrier generation is always higher than the band gap energy due to the possible 

additional excitation of phonon and plasmon states. Phonon excitation transfers energy to the lattice, and 

the energy transferred appears finally as heat in the detector. The plasmon is the quantum of the valence 

electron density oscillations with a mean energy of 17eV for silicon. The valence electrons are those of the 

M-shell and they are only weakly bound to the atoms. Thus, they may be considered as a dense and nearly 

homogeneous density gas, i.e. plasma of negative charge carriers in the semiconductor material volume. 

The mean energy W to create an e-h pair has been calculated and measured in experiments including 

high energy charged particles and x-ray photons [2.13, 2.14]. The mean energy W required to create an e-h 

pair in silicon is W ≈ 3.68eV. 
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2.2.5 Radiation length 

Energy loss due to radiation emission is negligible for heavy particles with masses significantly higher than 

the mass of the electron. However, an high energy electron or an high energy photon incident on matter 

initiates electromagnetic cascades by bremsstrahlung and e
+
e

−
 pair production processes, respectively. The 

characteristic amount of matter traversed for these related interactions is called the radiation length X0, 

which is usually measured in g/cm
−2

. This is a scaling variable used for the probability of occurrence of 

bremsstrahlung or pair production, and for the variance of the angle of multiple Coulomb scattering. The 

average energy loss due to bremsstrahlung for an electron of energy E is related to the radiation length by 
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where E0: initial energy of the incident particle. Thus, the radiation length is a mean distance over which a 

high energy electron losses all but 1/e of its energy by bremsstrahlung. The probability for a e
+
e

−
 pair to be 

created by a high energy photon equals to 7/9 X0. The value of radiation length depends on the atomic 

number Z of the material. A useful approximation convenient for quick calculations of the radiation length 

is given by 
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       (2.25) 

and can be found tabulated by Y.S. Tsai [2.15] 

Eq. (2.25) is a heuristic expression providing 2.5% agreement with more accurate and advanced 

estimations. The radiation length for silicon is X0 ≈ 9.36 ρg/cm
−2

. The radiation length in mixtures or 

compounds of materials having different properties is calculated as a weighted mean of contributions from 

each constituent. 

2.3 Multiple Coulomb scattering 

In addition to inelastic collisions with the atomic electrons, particles passing through matter suffer repeated 

elastic Coulomb scattering from nuclei although with a smaller probability. Considering that usually nuclei 

have mass greater than the incoming particle, the energy transfer is negligible but each scattering centre 

adds a small deviation to the incoming particle trajectory. Even if this deflection is small the sum of all the 

contribution adds a random component to the particle path which proceeds with a zig-zag path (see Figure 

2.4). As result, a beam after a thickness of material shown a divergence greater than the incoming one. 

Three situations can be considered: 
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1. Single scattering. When the thickness is extremely small and the probability to have more than one 

interaction is negligible. This situation is well described by the Rutherford formula: 
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2. Plural scattering. When the number of Coulomb scattering increases but remains under few tens of 

interactions. This is the most difficult case to deal with, several works have been done by different 

authors (see [2.16] for further information). 

3. Multiple scattering. When the thickness increases and the number of interactions become high the 

angular dispersion can be modeled as Gaussian. 

 

Figure 2.4 Effect of multiple Coulomb scattering. 

Referring to multiple scattering, that is the most common situation for silicon detectors, naming Θ the solid 

angle into which is concentrated the 98% of the beam after a thickness x of material, if we define    

     as the projection of Θ on a plane, the angular dispersion can be calculated by the relation: 

  000 /ln038.01/
6.13

XxXxz
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      (2.27) 

where p: momentum and X0: radiation length. 

2.4 The interaction of photons 

The behavior of photons in matter is completely different from that of charged particles. In particular, the 

photon’s lack of an electric charge makes impossible the many inelastic collision with atomic electrons so  
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characteristic of charged particles. For this kind of radiation the most important mechanism of interaction 

are: 

1. Photoelectric effect; 

2. Compton and Rayleigh scattering; 

3. Pair production. 

As consequence of such kind of interactions a photon that interacts with the target is completely removed 

from the incident beam. Moreover, due to the smallest cross section of all this kind of reactions, x-ray or 

γ-ray are many times more penetrating than charged particles. The attenuation of the incident beam is 

exponential with the thickness of the absorbing medium and can be expressed by the following relation: 

)exp()( 0 lxIxI          (2.28) 

where μl: linear attenuation coefficient, I0: incident beam intensity and x: thickness. The linear attenuation 

coefficient is related to the cumulative cross section by the relation: 

totAl            (2.29) 

where ηA: number of atoms per unit of mass and σtot: total cross section. The total or cumulative cross 

section σtot is the sum of all the cross sections of the interactions mentioned above. A plot of this quantity is 

shown in Figure 2.5 where the different components have been highlighted. 

  

Figure 2.5 Cross sections of photons in Carbon (a) and Lead (b) in barns/atom. 

In photoelectric absorption, a photon disappears being absorbed by an atomic electron. The process results 

in ionization by subsequent ejection of the electron from the atom. The energy of the liberated electron is 

the difference between the photon energy and the energy needed to extract the electron from the atom i.e. 

the binding energy of the electron. The recoil momentum is absorbed by the nucleus to which the ejected 

electron was bound. If the resulting photoelectron has sufficiently enough kinetic energy, it may be a source 
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of a secondary ionization occurring along its trajectory, and in the case of the semiconductor material, it 

may create further e-h pairs. If the electron does not leave the detector the deposited energy corresponds to 

the energy possessed by the incident photon. This feature of the photoelectric effect allows to calibrate the 

gain of the detector chained with its read-out system if the energy required to create a single e-h pair is 

known. The range R of the electron having the kinetic energy E is of the order of some micrometers, as 

given by the follow equation [2.17]:  

   5.13108.40][ keVEmR        (2.30) 

Thus the cloud of generated charge is confined close to the photon absorption point. Normally there may be 

escaping photons, which can leave the detector volume, leading to a lesser amount of energy deposited. 

These photons are actually the fluorescence photons emitted by de-exciting atoms. Photons of fluorescence 

radiation are emitted by atoms after the ejection of a deep shell (K, L) electron. The incident photon creates 

a vacancy in the shell that can be filled by an outer orbital electron, giving rise to the emission of the 

characteristic x-rays photons of the fluorescence radiation. The missing energy, which is conveyed by the 

escape photons leads to, so called escape peaks in the measured energy spectrum. Photon interaction 

coefficient for photoelectric absorption depends strongly on the atomic number of the absorbing material. 

The relevant cross section increases roughly as Z
3
. For silicon, the photoelectric effect is the dominant 

process for photon energies below 100keV. 

The Compton scattering instead involves the free electrons. Inside matter the electrons are bound to an 

atom; however, if the photon energy is high with respect to the binding energy, this latter energy can be 

ignored and the electrons can be treated as essentially free. When Compton scattering occurs, the electron is 

scattered away in conjunction with a new photon with lower energy than the incoming one. In Rayleigh 

scattering the photon interact with the whole atom and the only effect of this interaction is a deflection of 

the incoming photon; it does not participate to the absorption and for most purposes can be neglected.  

At very high energy another effect starts to be relevant: the pair production. In this process the photon 

interacts with an electron or a nucleus producing a positron-electron pair. In order to produce the pair the 

photon must have at least an energy of 1.022MeV. In Figure 2.5, with knuc and ke, are shown the two 

components of the pair production cross section, respectively for the interaction with nuclei or electrons. 

Another possible interaction, but usually negligible compared to the previous ones is the Photonuclear 

reaction; in this case the photon interact directly with the nucleus. The related cross section is shown in 

Figure 2.5 in dotted line (σg.d.r.). The above cross section in barns/atom (1barn = 10
-24 

cm
2
, approximately 

the section of an uranium nucleus) expresses the probability of an interaction. A more suitable quantity, 

often used to characterize the absorption of a photon shower, is the mass attenuation coefficient. The mass 

attenuation coefficient is defined as: 
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with ρ: density of the material.  
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Chapter 3.  

CMS Hybrid Pixel Detectors  

The CMS tracking system consists of two sub-detectors [3.1]: the silicon strip and the silicon pixel detector, 

the latter being the innermost subsystem of the CMS detector. Its purpose is to provide high resolution track 

hits as close as possible to the interaction point. The large charged track density close to the beam requires 

the usage of a pixel system, which can provide three dimensional hit information while keeping the pixel 

occupancy low. The CMS pixel detector design is based on the following general principles: precise hit 

reconstruction to allow for a precise vertexing, radiation hardness of all components to overcome the 

radiation damage during several years of operation, minimal material budget to minimize multiple scattering 

of the particles, low noise electronics to reduce the number of fake hits, minimal hit losses, and affordable 

costs. The overall detector layout is shown in Figure 3.1. 

 

Figure 3.1 Layout of the CMS pixel detector with three barrel layers (drawn in  green) and four forward disks (drawn in red). 
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3.1 Pixel Barrel Modules 

All barrel modules are built out of the following components. The silicon sensor is electrically connected 

to 16 read-out chips (ROCs) [3.2]. The connection between sensor and ROCs is made of indium bumps 

[3.3], which connect each sensor pixel with a pixel unit cell (PUC) on the ROC. On top of the sensor a 

High Density Interconnect (HDI) serves as an interface to the front end electronics. The connection is 

established over two cables: the power cable for the necessary supply voltages and the signal cable for the 

control signals and the analogue read-out. The chip on the HDI, which organizes the read-out of all the 

ROCs, is called Token Bit Manager (TBM) [3.4].  

 

Figure 3.2 Exploded view of a pixel barrel module.  

The connection of the HDI to the ROCs is done with the help of wire bonds. At the very bottom, the base 

stripes provide the necessary mechanical rigidity and are used to mount the module onto the support and 

cooling structure. In Figure 3.2 the components, from top to bottom, are: the signal cable, the power cable, 

the HDI, the silicon sensor, the 16 ROCs and the base stripes. The main properties of a full barrel module 

are summarized in Table 3.1. 

Table 3.1 Properties of the full CMS Pixel Barrel Modules 

  

Size  66.6 mm × 26 mm 

Weight 3.5 g 

# Pixels 66560 

# ROCs 16 

# Pixels per ROC 52 · 80 = 4160 

Pixel size 100 μm × 150 μm 

Sensor thickness 285 μm 
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3.1.1 The sensor 

Due to elastic scattering with electrons, charged particles lose part of their energy when traversing some 

material. By applying an electrical field to the semiconductor, the generated charge carriers start to move 

along the electrical field-lines. This current itself induces a signal in the collecting electrode, which is 

detectable by the read-out electronics. For the CMS pixel detector, silicon was chosen as the sensor 

material with n+ implantation on a n-type substrate [3.5]. To achieve a good spatial resolution, an almost 

squared pixel size of 100μm x 150μm was implemented. The sensor thickness is 285μm, which results in 

an ionization charge of roughly 23000 electron for a minimum ionizing particle traversing the sensor at a 

right angle. To fully deplete the unirradiated sensor, a bias voltage of roughly 150V has to be applied, 

whereas for the irradiated sensor up to 600V will be necessary. 

3.1.2 The High Density Interconnect 

The HDI distributes the different signals (like clock or trigger) and voltages to all ROCs. Since the module 

includes analogue as well as digital parts, three voltages are required: analogue and digital voltage plus the 

high voltage for the sensor. These voltages are supplied via the power cable (the lower cable in Figure 

3.2). The communication of the HDI with the front end electronics is handled over a multi-channel Kapton 

cable. A chip placed on the HDI, called TBM, has to organize the read-out of all ROCs. After having 

received a trigger, it sends a token to all ROCs, which tells them to send their hits to the TBM. The TBM 

itself adds a hit counter and some status bits to the data stream. The whole information of a read-out is sent 

as analogue signal to the optical links. The modules are read out in a zero suppression mode, i.e. for each 

hit its position and pulse heights are sent to the front end electronics. 

3.1.3 The read-out chip 

The purpose of the PSI46 ROC is to read out the ionization charge of the sensor pixels at the bunch 

crossing frequency of 40MHz and to store the information during the CMS detector latency [3.2]. The 

ROC is divided into two parts: the active area with one PUC per sensor pixel to read out the collected 

charge, and the periphery with the control interfaces and data buffers to store the hit information. The 

active area is organized in 26 double-columns and 80 rows and is therefore able to read out 4160 pixels. 

Each sensor pixel is connected to the corresponding PUC through an indium bump bond. If a sensor pixel 

is traversed by a charged particle, the collected ionization charge induces a voltage signal in the PUC. If 

the amplified signal exceeds a tunable threshold, the periphery of the corresponding double-column 

periphery is notified. The double-column periphery itself starts the read-out mechanism, which stores the 

position of the hit pixel as well as the pulse height and the bunch crossing in buffers. If the module 

receives a trigger signal for the corresponding bunch crossing, this hit information is added to the analogue 

signal.  
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The testing of the read-out mechanism is much simplified by the possibility to directly inject a calibration 

voltage to the preamplifiers, which allows to qualify a module without an external source. The amplitude 

of the injected signal is controlled by the Vcal DAC, its timing by the CalDel DAC. The signal from the 

sensor or the internal calibration mechanism first passes the preamplifier and the shaper. If the comparator 

finds that the amplitude exceeds some reference voltage, a hit is generated. The reference voltage can be 

adjusted for each ROC by the VthrComp DAC. An individual pixel correction to this global threshold can 

be applied by setting the four trim bits, which will lower the threshold depending on the value of the Vtrim 

DAC. The comparator of a pixel can be disabled by setting a mask bit.  

3.2 Test setup 

To reliably test several hundreds of modules, it was necessary to develop a stable test suite covering all 

kinds of module operation aspects. The sensor under test, used in this work to check the functionality of 

the implemented algorithms, is a reduced version of the pixel module, featuring only one ROC connected 

to 80 x 52 pixel (1/16 of the standard module dimension). 

The test setup consists of the following pieces (see Figure 3.3) 

 A desktop PC with a Ubuntu 10.10 operating system; 

 A reduced pixel module; 

 One electronics testboard, especially designed to test the pixel sensor; 

 A Keithley high-voltage supply; 

 A cooling box to regulate the ambient temperature and humidity during module testing. 

The testboard provides the sensor with the necessary supply voltages and electrical signals (like clock, 

trigger, etc..). To analyze the read-out of the module, it includes two 12-bit Analogue to Digital 

Converters, which sample the analogue signal in the interval [-2048, +2047], with 1 ADC unit 

corresponding to 0.128mV. The central control unit of the testboard is formed by a Field Programmable 

Gate Array (FPGA) with an implemented processor. 

The cooling box offers space for four modules. The temperature within the volume that contains the 

modules is adjusted by use of four water cooled, high-performance Peltier elements. To lower the 

humidity, Nitrogen is provided to the cooling box through two flow regulators. The Peltier elements and 

the N2 flow regulators are connected to controller channels of a JUMO Imago 500 process and program 

controller. The temperature is measured with a Platinum resistance thermometer (Pt-100) connected to the 

controller. Two program channels are allocated to regulate either heating or cooling. The communication 

between the controller and the PC is established with an RS422/485 serial interface. 

The algorithms have been implemented in a C++ software package called psi46expert which runs on a 

standard PC. For data storage and analysis the ROOT framework [3.6] was used. The presence of a 

processor inside the FPGA on the testboard allows to run parts of the test algorithms directly on the 
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testboard. This speeds up the tests by reducing the data transfer between PC and testboard, which is 

carried out over an USB connection. Especially interactive algorithms, where the test flow depends on the 

results of previous measurements profit a lot. 

 

Figure 3.3 Picture of the test setup 

3.3 Functionality analysis of CMS pixel sensor 

To check the correct hardware functionality of the sensor, functionality tests have been carried out. In 

particular, the pixel read-out and the address decoding of the 4160 pixels on the sensor have been 

extensively tested. For the pixel read-out test it is verified that sending a calibration pulse to the enabled 

pixel, results in the corresponding hit information in the analogue signal. For this, the pixel is read out 10 

times with Vcal set to a value of 200 in the low range. If the hit does not show up in the analogue signal 

all ten times, the pixel is called dead. 

 

Figure 3.4 Address levels of all pixels in the ROC under test. 
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For the analog decoding test the pixel address levels have been checked. An individual pixel address 

consists of five clock cycles in the analogue signal: two cycles encode the double-column index and three 

the index within a double-column [3.7]. Each clock cycle can take six different levels. To decode correctly 

the pixel address, these levels have to be well separated. To check this, the levels of all pixels in a ROC 

are measured and overlaid in a histogram as shown in Figure 3.4. In this histogram, a simple algorithm 

searches for separated peaks. If exactly six of them have been found, the decoding limits are placed in the 

centers between two neighboring peaks. These limits are used in the second part of the test, which records 

the analogue read-out of each pixel and checks whether the pixel generates the address which corresponds 

to its physical position on the ROC.  

To identify noisy pixels, which potentially have to be masked, the noise of each single pixel is measured. 

The noise is determined by measuring the so called S-curve, which is the response efficiency of the pixel 

as a function of the amplitude of the calibration signal. For an ideal pixel without any noise, this would be 

a simple step-function: zero efficiency below the signal threshold and full efficiency above. The effect of 

the noise is to smear out this step function. If the noise is assumed to be Gaussian, the S-curve has the 

shape of an error function, with a width proportional to the noise. These data points are then fit with an 

error function and the width and the position of the 50% point are extracted, see Figure 3.5(a). The width 

is first converted to Vcal DAC units (1 Vcal DAC = 1.20mV) and afterwards to electrons (1 Vcal 

DAC ≈ 65e). The noise level of the default size pixels turns out to be 158e (Figure 3.5(b)). 

  
Figure 3.5 (a) S-curve fit with an error function to determine the noise of a pixel. (b) Noise levels determined from the width of the S -

curve shown for all pixels. 

To test the bump bonding quality, a fast algorithm using the possibility to send a calibration signal through 

the sensor was devised [3.8]. The calibration signal can either be injected directly to the preamplifier 

(using switch 1 in Figure 3.6) or to a pad on the ROC surface (using switch 2 in Figure 3.6). Choosing the 

second option, the calibration signal induces a charge in the sensor, which mimics a hit in the sensor pixel. 

Ideally, this hit is detected if the bump bond is present and not if the bump bond is missing. For large 

enough amplitudes of the calibration signal, a hit is triggered although the bump is missing. These hits are 

supposed to originate from cross-talk via a parasitic coupling between the calibration voltage line and the 
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preamplifier. Based on practical experience, the comparison between the signal taken by direct calibration 

signal injection (both switches open and pixel under test disabled) and via the silicon sensor is measured. 

 

Figure 3.6 Sketch of the PUC components relevant for the bump bonding test 

If the bump bond is missing, both thresholds are more or less equal, otherwise the difference amounts to 

around -30 ADC. The threshold difference distribution of all tested pixels is shown in Figure 3.7(a). The 

distribution terminates at −13 ADC, where the border between good and bad pixels was set, and presents 

two entries near the zero representing two bad defects. In Figure 3.7(b) the position in the sensor of these 

two bad bonding defects is shown. 

  

 Figure 3.7 Bump bonding test: (a) Distribution of the threshold difference. (b) Map of the bad bump bonds identified. In red the position 

of the two bad bump bonds. 

3.4 Sensor absolute calibration of the CMS pixel sensor 

The sensor absolute calibration was performed in the laboratory with the help of a variable energy x-ray 

source to estimate the number of collected electrons corresponding at 1 ADC. The used source consists of 

an Amptek EDIX 40 x-ray tube featuring a maximum voltage of 40kV and a maximum current of 200μA, 
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which excites characteristic x-rays from one of two possible targets (molybdenum and silver) producing 

from five to seven thousand electron-hole pairs in silicon. 

In Figure 3.8(a) it is drawn the signal distribution and its fit with the theoretical model, when the sensor is 

hit by the photons reemitted by an silver target at its typical fluorescence lines. Due to the large dimension 

of the pixel unit, the charge is always collected by one pixel and charge sharing effect is not appreciable. It 

is clearly visible the peaks generated by the charge deposited by the photons; the main one is generated by 

the 22.0keV photons but it is also appreciable the effect of the 24.9keV photons as well. 

  

Figure 3.8 (a) Signal distribution of the detected signal due to the silver target emissions. (b) Ionization charge as a function of the Vcal 
DAC for the ROC under test. 

This procedure is repeated for the Molybdenum target and the resulting points in the ionization charge as 

function of the Vcal signal are fit with a straight line as shown in Figure 3.8(b). The slope is found to be 

64.97 ± 10.5 e/ADC while the offset is 87e. Hence a Vcal ADC value of 60 corresponds on average to 

3900e and consequently to 14keV.  

3.5 Charge particle response for CMS pixel sensor 

The detector was put in December 2011 on the 496MeV electron beam at the Beam Test Facility in 

Frascati to measure the response to a MIP. Figure 3.9(a) shows the map distribution of the electrons hitting 

the sensor; due to a partial misalignment with respect the beam direction, the majority of the hits lie on the 

right part of the sensor. 

To estimate the amount of signal-sharing among adjacent pixels, for each frame the sum of the signals of 

the 3x3 submatrix centered on the seed pixel is computed and it is used to normalize the signal of each 

pixel of the submatrix. In Figure 3.9(b) is shown the distribution of the average fraction for the 3x3 

submatrix; most of the signal is concentrated into the seed pixel (84%). 
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Figure 3.9 (a) Map distribution of the electrons hitting the sensor. (b) Distribution of the collected charge in the 3x3 submatrix around 

the impact point. 

In Figure 3.10 the signal distribution of a 3x3 submatrix, when the sensor is exposed to a 496MeV 

electrons beam, is shown. The distribution is fitted with a Landau function convoluted with a Gaussian in 

accordance with the theory reported in Chapter 2. The acquisition threshold is about the 15% of the peak 

in the main pixel and it does not significantly modify the signal distribution. The peak is located at 384 ± 2 

ADC and using the absolute calibration given from the x-ray (65 ± 10.5 e/ADC) we can convert this value 

in terms of electron-hole pairs resulting in 24950 ± 4165 e. This value is slightly higher than the expected 

due to the multiple scattering which the electrons suffer in the silicon and to a  non-orthogonality between 

sensor and beam direction. 

 

Figure 3.10 Signal distribution of the 3x3pixels cluster exposed to a 496MeV electrons 
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Chapter 4.  

Radiation Active Pixel Sensor RAPS03 

The RAPS03 is the third prototype of a series of pixels sensor developed within a collaboration among the 

Università di Perugia, the Università di Parma and the Istituto Nazionale di Fisica Nucleare (INFN) of 

Perugia in order to analyze the capability of such class of sensors in the detection of ionizing 

particles [4.1]. The RAPS03 chip implements a 6.55mm
2
 detector matrix for direct-charge particle 

revelation, with  fast and re-configurable read-out electronics. It counts about 64k APS pixels, featuring 

10×10μm
2
 size (Figure 4.1). The  structure is divided into 4 sub-matrices (called ESAS and ESAL), each 

counting 128x128 pixels and equipped with its own read-out logic, so that the sensor features 4 parallel 

analog outputs. The matrices are read row by row from the lower left corner to the upper right. Also some 

other test structures, aimed at comparison with alternative architectures and characterization of electronic 

devices on the chip are included. 

   

Figure 4.1 (a) Picture of the RAPS03 detector; (b) layout of the RAPS03 chip. 

Two alternative pixel topologies were implemented in different sub-matrices, differing in the photodiode 

size (geometrical fill factor ranging from 4% up to 77%). The system is capable of continuous detection 

(typical of imaging/triggering applications), but can also be coupled with an external trigger (needed for 

some HEP applications). Reset and integration periods are digitally configurable time intervals in a very 
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large range (from 1 to 4x10
6
 clock cycles). The detector can thus be used in both highly and dimly 

illuminated environment. All pixels are reset simultaneously (global shutter approach) and then serially 

read by means of an analog multiplexer. The column source-follower circuits can be biased by setting an 

external voltage (Vpol), allowing for adapting the tradeoff between read-out speed and dynamic range to the 

actual illumination condition.  

The following work is focused on the four 128x128 matrices; for this reasons only the layout of the 

corresponding pixels will be described in detail. 

4.1 The ESAS and ESAL pixels 

The ESAS and ESAL pixels feature the standard three transistors architecture and 10x10μm
2
 area. The 

difference among the two layouts is the dimension of the photodiode nwell; for the ESAS (see Figure 

4.2(a)) the nwell, placed at the centre of the pixel, is 2μm by 2μm with an area of 4μm
2
; for the ESAL the 

nwell embraces almost all the pixel with about 77μm
2
 area occupancy (see Figure 4.2(b)). The two different 

solutions have been chosen in order to evaluate the differences among a pixel with minimum capacitance 

and a pixel with the maximum fill factor. In the first case the pixel should have a better charge voltage 

conversion factor but an higher noise; in the second case the higher capacitance reduces the noise but the 

charge voltage conversion factor is lower as well [4.2]. 

  

Figure 4.2 (a) Layouts of the ESAS and (b) the ESAL pixels, the red line indicates the dimension of the nwell. 

4.2 The RAPS03 data acquisition system 

As already mentioned all the matrices have analog outputs, hence, in order to read, record and elaborate 

the signal detected by the sensor, we need an analog to digital conversion system. Such a conversion has to 

be performed off-chip. The Figure 4.3 shows the typical shape of an analog output of a RAPS03 matrix. 
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During the reset interval Trst the output buffer is disconnected from the matrix and the output voltage is 

equal to the lower saturation voltage of the buffer. Then the buffer is connected with the first pixel of the 

matrix, showing as output the voltage of that pixel. After a given integration interval Tint the scanning of 

the matrix starts. On the output line is then available, for a period of an entire clock cycle Tck, the voltage 

of one pixel of the matrix. 

 

Figure 4.3 Illustration of a typical output voltage of a RAPS03 matrix 

Digital signal are also present to assure the correct operations of the RAPS sensors (i.e. to control Clock 

and Reset, to read and write registers and to synchronize the lecture of the pixel matrix signals).  To read 

the sensor and to cope with all these signals a dedicated fully custom analog to digital acquisition system 

has been developed. 

4.2.1 Requirements of the Digital Acquisition System 

The aim of digital acquisition system (DAQ) was to read four matrices of four different chips 

simultaneously. This requirement was necessary for measuring typical particle sensor parameters such as 

the spatial resolution and the detection efficiency, for which we need the comparisons between the data 

collected simultaneously by at least three sensors aligned one in front of each other (standard telescope 

configuration).  

Measurements have been performed before the development of the DAQ system, to collect information 

about the dynamic range, the output impedance and the frequency domains of the outputs (see [4.3] for 

details). The outputs of the chip are all single ended with positive dynamic with respect to the ground 

potential. In Figure 4.4(a) and (b) are shown respectively the minimum and the maximum output voltage 

values as a function of the Vpol. From these values and from the analysis of expected noise (about 1mV) it 

was retrieved the necessary resolution of the analog to digital converter: a 12bit ADC was chosen. 

After the analog to digital conversion, the data must be transferred to a personal computer where it is 

possible to display, elaborate and record them. The required bandwidth between the DAQ and the 
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computer was 300 FPS x 16384 pixel x 4 matrix = 236 Mb/s, supposing to transfer for each pixel only the 

average of the good samples. The bandwidth of an USB2.0 (480Mb/s) was enough. 

  

Figure 4.4 Minimum (square line) and maximum (circle line) output voltage of a RAPS03 matrix and its difference (triangle line) in 

function of the Vpol for the ESAS (a) and the ESAL (b). 

4.2.2 DAQ architecture overview 

The Figure 4.5 shows the DAQ system overview. Two analog to digital converters AD9238 allow to read 

up to four different sensors; each of these converter has two differential inputs which are converted in 

parallel with a 12bit resolution and a frequency up to 65MSPS [4.4]. 

The overall system is based on an Opal Kelly XEM3050-4000p which is equipped with a Xilinx Spartan3 

XC3S4000, a built-in USB2.0 interface, 32MB SDRAM, a PLL and some other features [4.5].  

 

Figure 4.5 DAQ system overview. The black arrows indicate the data paths while the blue dotted line the control paths 

The Xilinx Spartan3 FPGA controls all the sensors and the ADCs; moreover, it is capable to perform: 

 the down-sampling of the acquired data: cutting off all the unwonted samples, at the beginning of 

each pixel interval, and making the average of the good samples where the signal is stable; 

 the pedestal subtraction to compensate the fixed pattern noise of the matrix; 
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 the generation of a programmable triggering among the four acquired sensors and two additional 

external digital inputs. 

The FPGA communicates through a USB2.0 interface with a personal computer from which it is possible 

to control the whole system. To allow for the telescope configuration, a flexible geometry to host 

separately the chips has been implemented: each of the four sensors has been placed in an independent 

printed circuit board. Each of these four boards is connected through a 96 pin connector to a motherboard 

which has the functions to generate all the voltage supplies needed by the sensors and to amplify their 

analog outputs.  

 

Figure 4.6 Schematic illustration of the RAPS03 DAQ hardware with different ground potential domains  

The digital lines, from and to the sensors, travel through a twisted pair cable between the motherboard ant 

the DAQ section after the conversion in LVDS format, with all the benefits of this standard.  

There are many advantages from this subdivisions: 

 The small independent sensor boards allow the positioning of the sensors one in front of each 

other or in more complex mechanical configurations, allowing for flexible geometry; 

 The block on the right side in Figure 4.6 is an independent and reusable DAQ system with 4 

analog input, 10 LVDS digital inputs, 10 LVDS digital outputs, two digital trigger inputs and the 

powerful XEM3050;  

 The motherboard can also be reused to hold other sensors: the entire system, in fact, has be reused 

for the next sensor prototype. 

To reduce as much as possible the noise, particular attention has been paid to the ground potentials. The 

digital lines with their fast transitions, for example, can induce noise on the analog section if the two 

domains are not properly isolated. For this reason and to avoid possible ground loop, in the circuit have 

been individuated and isolated four different ground domains. Each ground domain has its independent 

power section and each section has its independent power supply input. 
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4.2.3 Mechanics 

The arrangements of all the boards and cables of the measurement setup, its electromagnetic shielding and 

the mechanic interface to hold it on the experimental area have been studied, before their realization, with 

the assistance of a mechanical CAD named SolidWorks [4.6]. 

  

Figure 4.7 (a) CAD drawing of the boards arrangement and their shielding; (b) A photo of the setup. 

The Figure 4.7(a) shows the mechanical drawing of the boards arrangement and the metallic box used to 

shield the electronics from external interference. On the box has been held a single connector for the 

power and all the fuse holder; there are also two holes for the incoming (front) and outcoming (rear) 

particles beam. The Figure 4.7(b) is a picture of the realized DAQ system at work in an irradiation 

facilities. 

4.2.4 Software 

A complete software has been developed to communicate with the FPGA and set the working conditions 

of the sensors. The environment used for the acquisition software is LabVIEW [4.8]; it is a powerful 

instrument for the data acquisition because of the ease to draw graphic interface and its graphical 

programming technique, which does not require to know the syntax and the semantic of a programming 

language. The Figure 4.8 shows a screenshot of the virtual instrument panel built for the RAPS03 DAQ 

system. 

The functions implemented into this software can be summarized as in the following: 

 Configure the FPGA with a .bit file; the bit file which contains the FPGA code is downloaded into 

the Spartan3 at startup. 

 DAQ configuration; from the graphical interface the user can set all the acquisition parameter such 

as the trigger configuration, the pedestal subtraction and the delay of an external trigger. 

 Sensors configuration; the user can vary the parameters that set the sensors functionality 

(essentially the clock frequency and the integration time) and send the asynchronous reset. 
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 Data storage;  

 Pedestal calculation; a defined number of frame can be collected and used to define the pedestal. 

 Mask calculation; to avoid fake particles recognition, a pixel mask is automatically retrieved from 

the acquired data.  

 Real time display;  

 Real time analysis and plot; some analysis, like the computation of the cluster signal distribution, 

can be performed and displayed in real time. 

 

Figure 4.8 Panel of the virtual instrument used with the RAPS03 DAQ system. 

4.2.5 Firmware 

The FPGA has been programmed in VHDL language using the Xilinx ISE Foundation software pack. In 

Figure 4.9 it is shown a scheme of the logic implemented into the FPGA. A Data elaboration unit receives 

the data from the ADCs and, by means of the synchronization signals given by the sensors, it is able to 

assign each sample to the corresponding pixel. Setting properly the registers of this unit, it is possible to 

collect only the samples corresponding to the interval where the signal is stable. This unit, if desired, can 

also perform the pedestal subtraction with the data stored in the Pedestal RAM. A Trigger unit compares 

all the pixels values with the data stored in a specific register (named Threshold) detecting if one or more 

pixels in a frame cross that threshold; some pixels can be excluded by this operation if belonging to the 

pixel masked matrix. A Trigger logic checks all the internal and external trigger inputs and if the condition 

matches with the user requirements transmits this information to the main State machine.  

The pedestal and mask RAM, the trigger unit with its threshold register and the data elaboration unit (all 

the blocks surrounded by a dashed box in Figure 4.9) are replicated for each of the four input channels 

corresponding to the four ADCs and sensors. 
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Figure 4.9 Block diagram of the code implemented into the FPGA 

4.3 Noise analysis 

In this section will be analyzed the noise of the two ESAS and the two ESAL matrices. For simplicity the 

structures will be named as in Figure 4.10 where it is shown their locations. 

 

Figure 4.10 Layout of the four 128x128 pixels matrices; the upper two have an ESAS pixel, while the lower ones an ESAL. It is also 
underlined the locations of the four analog buffers and the first pixel of each matrix 

4.3.1 Fixed pattern noise FPN 

When a matrix of pixels is in dark condition or exposed to an uniform illumination, the pixels are not at 

the same level. Due to the inevitable differences among the pixels, caused by unavoidable non-uniformity 

in the realization processes, each pixel has a different level. This phenomena is define as Fixed Pattern 

Noise (FPN). The FPN represents the offset to subtract to all the frames in order to get the right signal 

produced by the radiation. In the following, when we talk about the signal read by a sensor, we always 
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refer to the difference between the real signal read by that sensor and the FPN. In Figure 4.11(a) the FPN 

of LDX matrix was evaluated, by averaging the pixel response on 500 consecutive frames. 

 

Figure 4.11 (a) Response of LDX matrix in dark condition; (b) with its linear regression to a plane; (c) the relative residues 

As can be seen there is a component of the signal that rises linearly with the column number; using a 

multiple regression algorithm the plane shown in Figure 4.11(b) can be extracted. Subtracting this 

interpolating plane to the measured FPN the values are brought back all around zero (Figure 4.11(c)).  

In Figure 4.12 it is shown the distribution of these residuals for the LDX matrix. The distribution has a 

Gaussian shape with a standard deviation of few tens of ADC (see Figure 4.12(a)). Increasing the 

integration time the shape starts to be slightly different from the Gaussian; in Figure 4.12(b) this behavior 

is emphasized using a logarithmic scale, showing the differences at the left of the Gaussian lobe. 

  

Figure 4.12 (a) FPN distribution after subtraction of the interpolating plane of the LDX matrix. (b) The comparison between the FPN 

distribution calculated at 33 ms and 262ms of integration time 

Because of the different pixel dark currents, the pixels signal decreases in a incoherent manner as the 

integration time increases. In fact some pixels go towards the discharge faster than others. 
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Figure 4.13 Standard deviation at different integration time plotted for all the four 128 by 128 pixels matrix. 

This aspect leads to the increasing of the standard deviation of the Gaussian distribution as a function of 

the integration time, as clearly is shown in Figure 4.13. An additional correction pixel by pixel will be then 

needed for improving the sensor functionality. 

4.3.2 Signal pixel noise 

Noise is generally defined as a unwanted random addition to a signal; in our case the noise can be defined 

as the fluctuations which occur in the pixel signal around its pedestal from an acquisition to another. The 

main cause of this fluctuation at the pixel level is the so called kT/C noise [4.9]; but there are some other 

contributions which increase the level of measured noise as the noise of read-out buffer, the quantization 

noise, external electromagnetic interference, bonding, cables, PCB board, etc.  

  

Figure 4.14 (a) Distribution of the single pixel noise for all the pixels of an ESAS matrix measured for different integration times.  
(b) Most probable value and mean value of the single pixel noise of the ESAS and ESAL matrix, at different integration times. 

The Figure 4.14(a) shows the distribution of the single pixel noise for the SDX matrix at different 

integration times. The mean noise rises almost linearly with the integration time, spreading their values 
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within a larger interval. Due to the asymmetric shape of the distribution the mean value of the measured 

noise, for a given matrix, differs from the most probable value. 

In Figure 4.14(b) are drawn both quantities. As expected the noise is smaller for the matrices with the 

large photodiode because of its larger capacitance (indeed the term C occurs at denominator in the 

expression of kT/C noise power). Another aspect that can be noted is the dependence of the noise on the 

integration time: the kT/C noise is, by definition, independent by the time, but this is not true for other 

contributions such as the leakage current (il).  

During acquisition operations, usually, the signal of each pixel is compared with a certain threshold; if the 

threshold is crossed it is assumed that a particle has hit the detector and the corresponding frame is stored. 

Usually the threshold must be as low as possible for detecting weak signals but the noise puts a lower limit 

to this parameter. Fake crossings, caused by noise, can occur. Avoiding that is of relevant importance 

because they may get worse the quality of the acquisition setup. 

Each frame is composed by Np = 128×128 = 16384 pixels, assuming the same Gaussian noise for each 

pixel with a standard deviation σ the probability PFH to have a fake hit is given by: 
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 where p is the probability of not crossing the threshold T on a pixel and g(x) is the Gaussian function; 
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where Q(x) is the so called Q-function. The PFH can be estimated with the ratio between the number of 

frames which have crossed a certain threshold on the total frames acquired during an acquisition in dark 

condition. The measured PFH is reported in Figure 4.15 with a dotted line. As can be seen the measured 

quantity differs drastically from the theoretical one. The number of frames which cross the trigger is still 

over 15% at ten times the most probable noise value of the observed matrix. From the trigger check can be 

used to exclude all the noisy pixels, that are all the pixels with a measured noise greater than the average 

one. However, this method is not enough effective to reduce the fake hits. The dashed-dotted line in Figure 

4.15 represents the probability measured excluding all the pixel with a noise greater than the most 
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probable noise value for the given matrix (an unrealistic value because about the 65% of all the pixels will 

be excluded from the check), but the result is still insufficient. 

 

Figure 4.15 Comparative between the theoretical probability of fake hit (PFH) in function of the threshold and the measured ones (SSX 

matrix). The bold curves represent the measured probability including into the trigger control: all the pixel (dotted line); only the pixels 
with noise less than the most probable one (dashed-dotted); excluding the Bad Pixels (solid). 

An explanation of this behavior is that there are some pixels which have not a Gaussian noise, as shown in 

Figure 4.16 where it is reported the evolution of the signal (the graph on the left) and its cumulative 

distribution (on the right) measured on a particular pixel of the SSX along about 500 consecutive frames.  

  

Figure 4.16 (a) Signal measured on a pixel of the SSX matrix during about 500 consecutive frames and (b) its cumulative distribution. 

If we measure the standard deviation of this pixel, for example between the 300
th

 and the 400
th
 frame, we 

will find a value compatible with the most probable noise value of the matrix and we wrongly do not 

exclude that pixel from the trigger check, though the leaps clearly visible in the figure could generate fake 

hits. To find these undesired pixels we can look at the occurrence with which the pixels cross the 

threshold. If, on a pixel, the number of fake hits is much greater than the average, that pixel can be marked 

as Bad and removed from the trigger control. The solid-dotted line in Figure 4.15 represents the 

probability measured excluding all the bad pixel. The line now looks very close to the measured PFH. 
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4.4 X-ray response of the ESAS and ESAL matrix  

The sensor has been tested using a variety of photon sources with several energy in the soft x-ray range 

either to verify its response than to derive the absolute calibration. The frames are continuously acquired 

by the DAQ and recorded for offline analysis if at least one pixel signal, called seed, is over a threshold 

bigger than 10 times the pixel noise.  

The response to a single photon not always is well confined within few pixels; the signal sharing may be 

caused by either the diffusion of the electron-hole pairs than the electronic cross-talk among adjacent 

pixels. To reconstruct correctly the signal generated by an incoming photon the concept of cluster of pixels 

has been introduced. A cluster is defined by starting from the seed pixel; then all the pixels included in the 

3x3 submatrix centered on the seed are tested to see if their signal is bigger than the adjacent threshold 

value (Vad), in which case the pixel is added to the cluster; the procedure is repeated for the outer ring of 

5x5 submatrix to select pixels with signal over Vad and topologically connected to the cluster, and so on. 

When the cluster is composed only by the seed it is called monopixel cluster. Only the monopixel clusters 

have been selected for calibration purposes. 

4.4.1 Sensor absolute calibration of the ESAS matrix 

The following tests have demonstrated the capability of the ESAS to detect single x-ray photons produced 

by the x-ray tube, exploiting the direct conversion of the photons into the silicon without scintillator or 

particular expedient. The analysis have been performed considering a 3x3 pixels clusters with a threshold 

T=18 ADC at least (about 15 times the single pixel noise σ) and a Vad imposed at 4 ADC (about 3 times 

the single pixel noise σ). 

In Figure 4.17(a) it is drawn the signal distribution of the monopixel clusters, and its fit with the 

theoretical model, when the sensor is hit by the photons reemitted by an iron target at its typical 

fluorescence lines. It is clearly visible the peaks generated by the charge deposited by the photons; the 

main one is generated by the 6.5keV photons but it is also appreciable the effect of the 7.1keV photons as 

well. The distribution at the left of the main peaks represents all the cases where the photons interact 

deeply in the silicon or in a death zone of the pixel and the photodiode is not able to collect all the 

generated charge. To better understand how the generated charge diffuses in the silicon the cluster signal 

has been studied as a function of the number of pixels belonging to its. 

In Figure 4.17(b) three regions are clearly identified in the plot:  

 the noise region (blue circle in the lower left part) where the pixels that reach the threshold level 

used during the acquisition can be found; 

 the partially collected region (green square in the upper part) where are localized the events where 

an important part of the charge is not collected due to the interaction depth of the photon and to 

the limited capability of the small nwell to capture all the generated charge; 
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 a monopixel region (red circle in the lower right part) where there are the data corresponding to a 

fully efficient charge collection. 

  

Figure 4.17 (a) Signal distribution of the ESAS monocluster pixels due to the iron target emissions. (b) Correlation among cluster signal 
and number of pixels in the cluster 

In the following are shown the correlation plots for different kind of target material and therefore for 

different photon energies. It is evident how increasing the energy of the photons, the number of monopixel 

clusters dramatically goes down with respect to the multipixel cluster.  

According Eq. (2.30), increasing the energy of the photons the generated photoelectron can move in a 

larger areas of silicon releasing charge within more than only one pixel. In fact when the Iron target is 

used, the cluster is composed mainly by 2.7 pixels; this number becomes 3.2 with the Lead target, 5.0 with 

the Molybdenum target and 6.4 with the Cadmium target. For the Silver target it is difficult to find the 

average size of the cluster because of the non negligible contamination of Copper in the target, which 

causes emission of photons at lower energies. Another relevant aspect appears from Figure 4.18. The 

multipixel clusters show an important charge collection lost of the order of 30-50%.  

This can be due basically to two aspects: 

 when a photon interacts among two o more photodiodes, there is a considerable loss of charge due 

to the small nwell and to the associated depletion region which does not extend in all the pixel area 

and therefore the charge generated far from the photodiode recombines, escaping to the collection. 

 in case of deep interaction the charge generated move toward the surface spreading among two o 

more pixels recombining itself during the path. For this reason these photons will be detected with 

a lower signal than the original one. 

0 50 100 150
0

100

200

300

400

500

600

700

800

900
Iron target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 61.71  0.26

 = 2.48  1.02

M ean: 67.47  0.37

 = 2.5  1.03



Chapter 4.  Radiation Active Pixel Sensor RAPS03 X-ray response of the ESAS and ESAL matrix 

 

57 

 

 

 

 

 

 

 

Figure 4.18 Correlation among cluster signal and number of pixels in the cluster due to the emission respectively of: (a) iron target; (b ) 

copper target; (c) lead target; (d) molybdenum target; (e) silver target; (f) cadmium target  

All the previous considerations return again in the Figure 4.19. The signal distribution of monopixel 

cluster achieved with different target materials are here shown. The emission line which lie at high energy 

(i.e. cadmium and silver) are hardly detected making them useless for the ESAS calibration purposes.   
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Figure 4.19 Signal distribution of the ESAS monopixel clusters due to the emission respectively of: (a) iron target; (b) copper target; ( c) 
lead target; (d) molybdenum target; (e) silver target; (f) cadmium target 

Finally it is possible to build the absolute calibration of the ESAS sensor. Only monopixel clusters have 

been selected to calculate the calibration line. Correlation plot between the photon energy and the mean 

value of the related monopixel cluster peak is drawn in Figure 4.20. The bar error corresponds to the 

standard deviation of the Gaussian fit on the monopixel cluster distribution. To achieve a more accurate 

fit, the error of every single measurement has been taken in account. At each point populating the Figure 

4.20 has been assigned a weight inversely proportional to its measurement error. 

A calibration value of 9.28 ± 0.31 ADC/keV can be found. Equivalently the calibration factor can be 

expressed as 29.93 ± 1 e/ADC. 

0 50 100 150
0

100

200

300

400

500

600

700

800

900
Iron target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 61.71  0.26

 = 2.48  1.02

M ean: 67.47  0.37

 = 2.5  1.03

0 50 100 150 200
0

50

100

150

200

250

300

350

400
Lead target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 101.9  1

 = 4.8  2.7

M ean: 121.8  0.6

 = 3.6  179.1

M ean: 143.98  1.99

 = 5.35  4.91

100 150 200 250 300
0

20

40

60

80

100

120

140

160

180
Silver target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 195.8  1.8

 = 15  6.3

0 50 100 150
0

100

200

300

400

500

600
Copper target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 77.56  0.61

 = 2.74  1.31

M ean: 85.5  0.21

 = 2.57  0.99

0 50 100 150 200 250 300
0

10

20

30

40

50

60

70

M olybdenum target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 165.4  0.6

 = 4.1  1.8

M ean: 183.8  2

 = 4.9  352.7

100 150 200 250 300
0

5

10

15

20

25

30

35

40

45

50
Cadmium target

Signal [ADC]

O
c

c
u

re
n

c
e

M ean: 207.6  3.2

 = 13.2  7.4



Chapter 4.  Radiation Active Pixel Sensor RAPS03 X-ray response of the ESAS and ESAL matrix 

 

59 

 

 

Figure 4.20 Correlation between photon energy and peak cluster signal with a linear fit 

Using the calibration we can convert the pixel noise of the ESAS from ADC to electrons giving a values 

independent by the read-out electronic; in the most common working condition (32ms integration time) 

the noise becomes: 41.9 ± 7.7 e. 

In this case it is difficult to give a precise value of the signal over noise ratio due to the presence of the 

incomplete charge collection region. If we consider only the peak related to the complete charge collection 

we are taking in account only a small amount of all the incoming photons and we are drastically reducing 

the detection efficiency.  

However, the position of the peak sets the end point of the signal distribution and represents the maximum 

signal achievable by the detector. Under these assumptions the measured SNR for the ESAS matrix, when 

5.9keV photons are completely absorbed, is 38.2 ± 1.77 while it rises up to 148.3 ± 13 for 23.3keV 

photons. In case of complete charge collection it is obvious that the monopixel cluster has a best SNR with 

respect to the case of cluster having more than one pixel. 

Another important figure of merit carried out from these measurement is the energy resolution of the 

sensor, defined as the ration between full width at half maximum and the peak position. This parameter 

approaches an average value of 9.2 ± 2.8 % which in terms of eV it becomes 595eV for 6.5keV photons 

and 2.12keV for 23.2keV photons. 

4.4.2 Sensor absolute calibration of the ESAL matrix 

The same tests performed on the ESAS matrix have been repeated on the ESAL matrix.  
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Figure 4.21 Correlation among cluster signal and number of pixels in the cluster due to the emission respectively of: (a) iron target; (b) 

copper target; (c) lead target; (d) molybdenum target; (e) silver target; (f) cadmium target 

In Figure 4.21 is shown the correlation plots for the six targets employed in the fluorescence studies. The 

analysis have been performed considering a 3x3 pixels cluster with a threshold T= 8 ADC at least (about 

10 times the single pixel noise σ) and a Vad imposed at 3 ADC (about 3 times the single pixel noise σ). 

As expected, the signal detected by the ESAL pixels, featuring a large photodiode, is lower than the ESAS 

due to the unfavorable conversion factor charge-voltage which reduces the output voltage drop of the 

pixels. 
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 Figure 4.22 Signal distribution of the ESAL monopixel clusters due to the emission respectively of: (a) iron target; (b) copper target; (c) 

lead target; (d) molybdenum target; (e) silver target; (f) cadmium target 

Also the charge sharing between adjacent pixels is more limited. The mean size of the cluster is 1.13 pixel 

for Iron target, 1.61 pixel for Lead target and 1.82 for Molybdenum target. Also the charge collected loss 

is reduced due to the larger nwell featuring by the ESAL pixel. The signal distribution for monopixel 

clusters are very defined. Even for energetic photons it is possible to recognize clear spectrums (see Figure 

4.22), which was not possible for ESAS matrix. 

Finally it is possible to build the absolute calibration also for the ESAL sensor. Always monopixel clusters 

have been selected to calculate the calibration line. Correlation plot between the photon energy and the 

mean value of the related monopixel cluster peak is drawn in Figure 4.23. The bar error corresponds to the 
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standard deviation of the Gaussian fit carried out by the monopixel cluster distribution. To achieve a more 

accurate fit, the error of each single measurement has been taken in account. In fact at every point 

populating the Figure 4.23 has been assigned a weight inversely proportional to its measurement error. A 

calibration value of 2.42 ± 0.04 ADC/keV can be found. Equivalently the calibration factor can express as 

112 ± 1.85 e/ADC. The energy resolution approaches an average value of 4.4 ± 0.5 %. 

Using the calibration we can convert the pixel noise of the ESAL from ADC to electrons giving a values 

independent by the read-out electronic; in the most common working condition (32 ms integration time) 

the noise turns out to be: 100 ± 35 e. 

Under these assumptions the measured SNR for the ESAL matrix, when 5.9keV photons are completely 

absorbed, is 16 ± 5.6 while it rises up to 64 ± 22 for 23.3keV photons.  

 

 

Figure 4.23 Correlation between photon energy and peak cluster signal with a linear fit 

4.5 Charge particle response for ESAS and ESAL matrix 

Measurements have been carried out with different setups and many different charged particle sources, but 

we are focusing on the behavior of the two matrices in case of irradiation with electrons with energy close 

to a MIP (i.e. the most difficult particle to detect). Firstly the SNR and the charge sharing among the 

pixels of the detectors will be analyzed. Then, using the absolute calibration, it will be given an estimation 

of the depth at which the different kind of photodiode are able to collect the charge generated by the 

radiation. The tests have been performed at Beam Test Facility (BTF) in Frascati, which is a beam line 

featuring electron or positron beams, with an energy in the range of 25MeV to 750MeV. 
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4.5.1 Behavior of the ESAS matrix exposed to high energy electron beam 

The Figure 4.24 shows a typical response of the pixel of the ESAS to 465MeV electrons beam. The signal 

is not entirely confined into one pixel but there is a non negligible amount of charge collected by the 

pixels surrounding the central one. 

 

Figure 4.24 Typical response of an area of 11x11 pixels around a pixel crossed by an accelerated electron. 

On average the signal is distributed as in Figure 4.25(a): the central pixel collects the 10.5% of the charge, 

the 3x3 pixels submatrix collect the 53.5%, the 5x5 collect the 78.2%, the 7x7 collect 91% and the 9x9 

contains about the 97% of the charge. 

  

Figure 4.25 (a) Distribution of the collected charge around the impact point for the ESAS exposed to a 465MeV electrons.  

(b) Signal distribution of the 9x9 pixels cluster related to the matrix ESAS exposed to a 465MeV electrons. 

Looking at the values of Figure 4.25(a) it is clear that if we want to measure the total amount of charge 

collected by the pixels we should use a large cluster in order to include all the electron-hole pairs 

generated. The Figure 4.25(b) shows the 9x9 pixels submatrix signal distribution with its fit according the 

expected signal distribution as in Eq. (2.19). The algorithm gives 48.94 ± 0.3 ADC as the MPV of the 

Landau distribution which is lower than the peak of the distribution (60.2 ADC). This is not surprising, 
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because the convolution between the Landau and the Gaussian distribution, representing the cluster noise 

and featuring a standard deviation 9 times greater than the pixel noise, will move the peak of the 

convoluted distribution at higher values. Knowing the conversion factor e/ADC, retrieved from the x-ray 

calibration, we can translate the MPV to the equivalent electron hole pair, which reads: 1464 ± 58 e. 

From the theory 1464e corresponds to a collecting length of about 22 ± 1 μm. However this thickness 

should not be simply considered as the collection depth of the chip beyond which the photodiode is no 

longer able to collect. Actually, the ability to collect charge as a function of the depth has a more complex 

shape with a maximum near the junction and a long tail for deeper positions; it can be only asserted that 

this kind of sensors, from the point of view of the ability to collect the charge, can be compared to an ideal 

(i.e. fully depleted) detector which is able to collect all the charge deposited within this thickness. The best 

SNR in the MIP detection can be achieved for 3x3 pixels cluster and the value which turns out is of 

17.6 ± 3.2. 

4.5.2 Behavior of the ESAL matrix exposed to high energy electrons beam 

The behavior of the ESAL is slightly different with respect to the ESAS: in the Figure 4.26(a) has been 

drawn how the charge is divided among the adjacent pixels. As expected, because of the larger 

photodiode, the electronic charge sharing is lower. The 19.7% of the charge is collected by the central 

pixel and the cluster 3x3 contains about the 60.8% instead of the 53.5% as for the ESAS. 

  

Figure 4.26 (a) Distribution of the collected charge around the impact point for the ESAL exposed to a 465MeV electrons.  
(b) Signal distribution of the 11x11pixels cluster related to the matrix ESAL exposed to a 465MeV electrons; 

Even if the bigger photodiodes collect more charge compared with smaller ones the conversion factor 

voltage/charge is unfavorable and as result the measured signal is lower. The Figure 4.26(b) shows the 

signal distribution of the 9x9 pixels submatrix and its fit according the Eq. (2.19). As can be seen the peak 

is located at lower value than the ESAS (30.4 ADC instead of 60.2 ADC) and the estimated MPV of the 

Landau is at 22.71 ± 0.4 ADC. In terms of electrons we have: 2543 ± 44 e.  
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Following the same procedure shown above about the equivalent thickness, we found a value of 

38 ± 7 μm. This could potentially indicate that the ability to collect the deeper charge seems to be better 

for the larger photodiode. Also in this case the 3x3 pixels cluster has the best performance in term of the 

signal over noise ratio. The SNR for the 3x3 cluster is 14.7 ± 4.9, which is slightly lower than the ESAS. 

4.6 Spatial resolution and detection efficiency 

In order to reconstruct a ionizing particle trajectory it is needed to detect exactly the positions of this 

particles with a probability as close as possible to 100%. The technique used to track the particle motion 

consists on the interposition along the trajectory of several sensors planes; from the position measurement 

in each plane the trajectories followed by the particles can be reconstructed. In these environments two of 

the most important parameters to be extracted are: the spatial resolution and the detection efficiency. The 

former is the resolution with which we can reconstruct the crossing point of the particle and the latter is 

the probability to reveal the passage of the particle when it effectively crosses the sensor.  

Basically, the evaluation of the spatial resolution of a particle sensor consists on the measurement of the 

differences between the estimated impact position and the real one. Similarly, the detection efficiency 

consists in the ratio between the estimated number of particles crossing the sensor and the real one. A 

solution of these problems comes from the use of a tracking system (usually called telescope) able to 

predict the number and the impact position of the incoming particles. In our dedicated setup the telescope 

is composed exclusively from RAPS03 sensors. The Figure 4.27 illustrates schematically this system. For 

simplicity considering a one-dimensional system we must use at least three sensors to detect the 

coordinate x1, x2 and x3 of the particle trajectory at three different position d1, d2 and d3. From the 

interpolation of two of these points we can reconstruct the particle path and use it to estimate the position 

on the third sensor. From simple geometry considerations, if a and b indicate the two sensors used to 

estimate the position on the third one, that is c, such predicted position will be: 

ac

ab

ab
c xd

dd

xx
x ˆˆ 




         (4.3) 

and the difference whit the measured one (in the following called residue also) mathematically is: 

ac

ab

ab
ccc xd

dd

xx
xxxe ˆˆ 




       (4.4) 

If we assume that the uncertainty in the position measurement has a Gaussian probability density function 

whit a standard deviation σ, e has a Gaussian probability density function in turn with a deviation of: 
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       (4.5) 

So, from the standard deviation of e and knowing the geometry of the system it is possible to retrieve σ 

which is the spatial resolution of the sensors.  

 

Figure 4.27 Illustration of a tracking system with three sensors aligned one in front of each other.  

The previous example however represents an ideal case; in real cases there are several sources of 

uncertainty. First each sensor has a non negligible thickness which produces a deflection of the incoming 

particle due to the phenomenon of multiple scattering, which adds another aleatory contribution to the 

coordinates of the measured position. The effect on the residues is to enlarge its distribution.  

Other sources of uncertainty come from a non perfect alignment of the different elements. Each sensor, as 

a solid body, has six different degree of freedom, namely three translations and three rotations. The two 

translations perpendicular to the particles direction adds an offset to the coordinates of the impact point. 

The effect on the distribution of the residue is only a shift of the Gaussian peak. The translation along the 

particle direction adds an uncertainty to the coordinate d; however if the distance of a sensor to another is 

big compared to the position uncertainty this component can be neglected. 

The rotations (Figure 4.28) are more difficult to compensate. Referring to the Figure 4.29 a rotation 

around the x or y axis has the effect shown in Figure 4.29(a), mathematically: 

   
;

cos

1
;

cos

1
1212

xy

yyxx





       (4.6) 

if the angles are little (few degrees) the correction can be neglected. For the Θd tilt the situation is more 

complex because each coordinate x or y of a sensor is related to both the coordinates of another sensor (see 

Figure 4.29(b)). 
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Figure 4.28 The three tilt angles among the sensors. 

Mathematically the tilt around the axis parallel to the particles beam direction can be modeled as: 
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       (4.7) 

The effect of all the rotations on the residue is to widen its distribution, but from the analysis of the 

coordinate x2 and y2 detected on a sensor as a function of the coordinate x1 and y1 detected to another 

sensor the tilt can be estimated and corrected. 

 

Figure 4.29 Effect of a non parallelism among two different sensors. 

Summarizing the relation among two different sensors we can consider: 
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From the measured points, using a multiple linear regression algorithm, it is possible to retrieve the 

coefficients m and q.  
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Another source of uncertainty comes from the algorithm used to define the crossing point of the particles 

with each single detector. To improve the resolution in the position reconstruction, it is possible to exploit 

the charge sharing effect among adjacent pixels. Usually the barycentre algorithm is used (in the following 

called Center of Gravity (COG)). Mainly, due to the finite nature of the detector and the dimensions of the 

cluster, the COG can add a systematic error also (for a detailed discussion of the problem see [4.10] [4.11] 

[4.12]). 

4.6.1 Beam test setup 

To reduce the contribution of the multiple scattering it is necessary to use particles with a very high 

momentum, being the scattering inversely proportional to the momentum [4.13]. For this reason the 

accessibility to an irradiation facilities with high energetic particles beam is fundamental for this kind of 

measurements. We have tested our sensors using a 180GeV positrons and protons beam provided at the 

SuperProtoSynchrotron (SPS), situated at CERN.  

A simulation with GEANT4 [4.14] of the detector system has been carried out to evaluate the multiple 

scattering contribution. In Figure 4.30 there is a drawing of the simulation: three identical detectors 

composed by 300μm of silicon and 1mm of Al2O3 are equally spaced by 2cm of air; the yellow line represent 

the protons beam while the other azure lines are secondary emissions. The multiple scattering retrieved by 

the simulation is 0.1μm using the acb configuration, and 0.2μm in the abc configuration. This result shows 

how, at this energy, the multiple scattering contribution cannot affects the estimation of the spatial resolution 

of our sensors. 

 

Figure 4.30 A drawing of the system simulated with GEANT4 in order to evaluate the multiple scattering introduced by the detectors. 

The Figure 4.31 shows the mechanical setup built up for the tests at CERN. Four RAPS03 sensors have 

been aligned one in front of each other. The RAPS03 are equally spaced by 20mm and aligned along the 

particles beam. The data are collected and synchronously stored for all the four sensors if simultaneously a 

single pixel signal of the first and of the last sensor of the telescope is bigger than a predefined threshold 

and if an external trigger signal indicates the presence of the particle beam.  
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Figure 4.31 Sensors under tests at CERN Super-Proto-Synchrotron SPS irradiation facilities. 

4.6.2 Spatial resolution measurement 

After correction for misalignment of the various sensors (offsets and rotations) the distributions of the 

residuals between the telescope predictions and the measured hits on the detector under test could be 

derived.  

In Figure 4.32 the residue distributions, scaled of the geometrical factor according Eq. (4.5), in both spatial 

directions perpendicular to the incident beam are illustrated respectively for the ESAS and ESAL sensors. 

The standard deviations of these distributions represent the spatial resolution of the sensors along the 

x-direction and y-direction. As can be seen there is a clear peak in each distributions standing out from a 

large background which is given by all the uncorrelated events; in red it is plotted the Gaussian fit. 

The width of the residual distribution represents the intrinsic spatial resolution of our detector after 

misalignment corrections, which is 1.38μm for x-direction and 1.51μm for y-direction (ESAS) and 2.01μm 

for x-direction and 2.18μm for y-direction (ESAL). These are good values comparable with the 

performances of other solid state detector (see for example [4.15]). 
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Figure 4.32 Distribution of the residues, scaled of the geometrical factor, on the third sensor using the second and the fourth one as 
predictors; on the top ESAS distributions along x and y direction, on the bottom ESAL distributions along x and y direction.   

4.6.3 Detection efficiency measurement 

Both pixel layouts have been characterized in terms of detection efficiency and fake rate. In Figure 4.33 

the detection efficiency versus fake probability curves are reported. Due to the sensor misalignments was 

not possible the direct measurement of the detection efficiency. In fact the curves in Figure 4.33 have been 

derived from the analysis of the SNR and from the information concerning the charge sharing in a 3x3 

pixels submatrix.  
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Figure 4.33 Detection efficiency vs fake rate probability for both the small photodiode (cross-dotted line) and the large photodiode (open 

diamond). 

The open diamonds and the crosses in Figure 4.33 correspond to threshold values of the cluster seed 

normalized to single pixel noise. For a fake probability of 0.01% the efficiency is 99.3% for the large 

photodiode and 95.5% for the small photodiode. Due to the reduced charge sharing between the seed and 

its adjacent pixels, the large photodiode solution is preferred, allowing a greater signal/noise rejection. 
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Chapter 5.  

Commercial CMOS Active Pixel Sensor 

In recent years, CMOS pixel imagers applications have grown at a phenomenal rate. Consumers are 

demanding more functionality, including advanced and robust imaging capabilities on DSCs and camera 

phones, as well as a growing emphasis on the number of pixels present on the same surface (several 

Megapixels devices are now normally available). The integration at sensors level of these features has 

been possible thanks to the progress of the microelectronics fabrication technology: today, a pixel size of 

less than 2μm is available. Beside imaging applications, new perspectives in several research areas could 

be opened by such a class of devices. As an example, position measuring devices for ionizing radiation 

with sub-micrometer intrinsic accuracy could be possible. 

  

Figure 5.1 (a) MTV9V011 sensor with evaluation board and Demo2 DAQ board (b) Summary of the Micron MT9V011 characteristics. 

In this chapter, we have investigated the possibility of using MICRON (now Aptina Imaging) CMOS 

imagers as ionizing radiation detectors, either for soft x-ray than for charged particles. A standard sensors 

featuring 5.6x5.6μm
2
 pixel size and 640x480 pixels with epitaxial layer [5.1] has been extensively tested. 

These devices have a built-in 10bit ADC conversion capability and also the possibility to adjust the gain of 

the circuit from 1.00 up to 15.88 [5.2]. The integration time of the device may also be varied from 56μs to 

267ms, with a default value of 33.3ms. The read-out of the sensor is assured (Figure 5.1(a)) by the Demo2 
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board and the MT9SH06 evaluation board, with an USB line to power the system, to control the sensor 

and to receive the data. The sensor under test have no microlenses over the pixels and is run in 

monochromatic mode to equalize the pixel response. In Figure 5.1(b) there is a summary of its 

characteristic from Micron datasheet [5.3]. The acquisition setup is supplied with its driver and a software, 

named DevWare, which allows to read and display the data acquired by the sensor and to explore all the 

possible sensor settings. However this software was not suitable for our purposes and a dedicated software 

has been developed using the DLL library provided with the DevWare software package [5.4]. 

5.1 Noise analysis of Micron MT9V011 

The sensor has been characterized in absence of external stimuli.; for each pixel the signal distribution has 

a Gaussian shape from which the average (pedestal) and its RMS (noise) have been extracted to be used 

later. The sensor is featuring 307200 pixels (VGA 640x480 format), and its homogeneity has been 

checked: in Figure 5.2(a) it is reported the distribution of all the pedestals of a sensor and the shape is 

again Gaussian to a good approximation with a small standard deviation, while in Figure 5.2(b) the 

distribution of the pixel noise is shown for all the pixels in the sensor. The shape is fairly Gaussian with 

some tails toward higher noise, again showing a good behavior. 

  

Figure 5.2 Sensor uniformity: (a) single pixel pedestal distribution for all pixels. (b) Single pixel noise distribution for all pixels.  

After pedestal subtraction it may remain a collective variation in time of the pixel signal that should be 

evaluated. The distribution of the average value of all the pedestal subtracted pixel signals for each frame 

(Figure 5.3(a)) shows that indeed any such residual effect is well below the pixel noise value, hence can be 

neglected in our setup. 

Another important value to be extracted is the single pixel threshold level, in order to avoid fake events 

when stimuli are applied. In Figure 5.3(b) the pixel occupancy, defined as the probability of a single pixel 

to be over a certain threshold, has been plotted. The threshold level has been normalized to the single pixel 

noise and the curves for two different values of the sensor integration time (56μs and 100ms) are shown.  
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Figure 5.3 (a) Distribution of average pixel signal showing that for all events the common fluctuation is below few ADC counts.  
(b) Pixel occupancy for two different integration times, 56ms (red) and 100ms (blue), as a function of the pixel threshold normalized to 

the single pixel noise. 

No relevant variation is visible and the endpoint of the distribution is situated near 5.0, irrespective of the 

value of the integration time. To reach a 3x10
−5

 occupancy (i.e. less than one pixel per frame) a 

normalized threshold value bigger than 6 is needed. This would translate, at the default integration time 

(33.3ms) into an absolute cut of about 20 ADC counts for maximum gain.  

  

Figure 5.4 Variation of pixel noise: (a) as a function of nominal gain; (b) as a function of temperature for maximum (red stars) and 
minimum gain (black squares) configuration. 

The linearity of the sensor adjustable gain has been verified against the pixel noise value. In Figure 5.4(a) 

it is shown the distribution of the pixel noise for a single pixel as a function of the nominal gain. It can be 

seen that the gain interval is divided in two domains at the nominal value of 8; in each one a good linearity 

is achieved, with the same slope, being different just by a constant term of 0.4 ADC counts due to a 

different circuit settings.  

The behavior of the detector has been checked against temperature variation because in several 

applications, especially when radiation damage is involved, the required operating temperature is below 

0ºC. The sensor is certified to be working in an interval from -20ºC up to +60ºC. A scan from -30ºC to 



Chapter 5. Commercial CMOS Active Pixel Sensor Sensor characterization with calibrated x-ray sources 

 

76 

 

+30ºC has been performed looking at the variation of the single pixel noise. The results are shown in 

Figure 5.4(b): at minimum gain (G=1.0) there is almost no dependence (fractions of ADC counts over the 

whole range). Subtracting the quantization error at minimum gain (triangles), the resulting dependence is 

more evident but still negligible. At maximum gain (G=15.88) a weak dependence could be measured, 

-0.0063 ADC/ºC corresponding to a 10% variation in the pixel noise [5.5]. 

5.2 Sensor characterization with calibrated x-ray sources 

The sensor has been stimulated with several photon sources from few keV (
55

Fe for 5.9 and 6.4 keV) to 

several tens of keV (x-ray tube with monochromator for 8, 16, 24 and 32 keV), to study its response and to 

build the absolute calibration relation. The frames are continuously acquired by the DAQ and recorded for 

offline analysis if at least one pixel signal (seed) is over a threshold bigger than 6 times the pixel noise 

(autotrigger mode). The response to a single 
55

Fe photon is well confined within few pixels (Figure 

5.5(a)); the signal sharing is caused by the diffusion of the electron-hole pairs and the induced signal 

among adjacent pixels. To estimate the amount of signal-sharing among adjacent pixels, for each frame the 

sum of the signals of the 7x7 submatrix centered on the seed pixel is computed and it is used to normalize 

the signal of each pixel of the submatrix.  

  

Figure 5.5 (a) Event display for a 55Fe photon at minimum gain. (b) Distribution of average pixel signal in the 7x7 submatrix centered in 
the pixel with maximum signal; the signal of each pixel is normalized to the sum of the signals of the 7x7 submatrix . 

In Figure 5.5(b) is shown the distribution of the average fraction for the 7x7 submatrix; most of the signal 

is concentrated into the seed pixel (67%) while the rest is mainly divided among the 8 adjacent pixels: 

25% in the 4 with a border in common and 5% in the 4 with a corner in common. 

To collect the signal caused by the photon it is customary to use the sum of all the pixels of a submatrix 

centered around the seed pixel, and the previous result suggests that for 
55

Fe photons, it is enough to 

consider only the 3x3 submatrix to obtain most of the released charge. In Figure 5.6(a) is shown the 

distribution of the collected signal when the size of the submatrix is varied from 1x1 (just the seed pixel) 
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to 7x7. It can be seen that considering only the seed pixel will not reproduce a Gaussian distribution for 

the signal because there are many events where the charge is shared with the adjacent ones or only 

partially collected. The 3x3 submatrix assures the best efficiency in reconstructing the signal with the 

smallest width. Increasing the submatrix size will just widen the distribution, according to the square root 

of the number of pixel used without increasing the collected signal, as would be expected. It should also be 

noticed that the seed pixel has a Gaussian peak at a value higher than all the other options; this aspect, 

important for absolute calibration, will be investigated further. 

  

Figure 5.6 (a) Distribution of signal collected in a submatrix of size varying from 1 to 7 pixels at minimum gain.  

(b) Distribution of average fraction of pixel signal as a function of the number of pixel, ordered according to decreasing pixel signal 

value, summed up in the 5x5 submatrix. 

Ordering the signals of the pixels in the 5x5 submatrix by decreasing values, the average fraction, with 

respect to the signal collected by the 5x5 submatrix, has been plotted (Figure 5.6(b)) as a function of the 

number of pixels summed up. To reach the 100% level it is enough to sum the 5 most important pixels 

being almost zero the average sum of the other 20 pixels; hence the idea of using a clustering algorithm for 

signal extraction. Figure 5.7(a) shows the distribution of the number of pixels belonging to a cluster when 

a 
55

Fe source is used with the Vad = 3.0. The average number is 5.7 and no cluster has more than 10 pixels; 

this confirms a good geometrical confinement of the signal in an area of few pixels, an area of the order of 

100-200μm
2
. Comparing the distribution of the cluster signal (Figure 5.7(b)) with the one from the signal 

in the seed pixel and the one obtained summing up all the contributions in the 3x3 submatrix, we see that 

there is not a real difference between the two methods; although the difference with respect to the peak in 

the seed signal distribution remains. 



Chapter 5. Commercial CMOS Active Pixel Sensor Sensor characterization with calibrated x-ray sources 

 

78 

 

  

Figure 5.7 (a) Distribution of the number of pixels belonging to a cluster in the case of a 55Fe photon. (b) Comparison between signal 
distribution for cluster algorithm (red), seed pixel (black) and sum over 3x3 submatrix (blue). 

  

Figure 5.8 (a) Correlation among cluster signal and number of pixels in the cluster at maximum gain settings. (b) Distribution of the 
cluster signal for 55Fe photons at unitary gain; the two energy peaks (5.9 and 6.4 keV) are well separated. 

To disentangle this effect the cluster signal has been studied as a function of the number of pixels 

belonging to the cluster (Figure 5.8(a)). Four regions are clearly identified in the plot: 

 The noise region (circle in the lower left part) where the pixels that reach the threshold level  can 

be found: with a 6 sigma value of, in this case, about 26 ADC. 

 The partially collected region (square in the upper left part) where are located the events with an 

important part of the charge not collected (due to the interaction depth of the photon). 

 A mono-pixel region in the lower right part. 

 A multi-pixel region in the upper right-hand part, where the data corresponds to a fully efficient 

charge collection. 

A clear charge collection loss for multi-pixel clusters has been observed, of the order of 7-15%. Hence, in 

order to derive the absolute calibration for the detector only the monopixel clusters have been considered; 

in Figure 5.8(b) the spectra of the two 
55

Fe energy peaks are presented. 
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5.3 Sensor absolute calibration 

To measure the detector absolute calibration only monopixel clusters have been selected. Correlation plots 

could then be built (Figure 5.9(a)) for each gain settings and calibration relations could be found: 6.9 ± 0.1 

ADC/keV for unitary gain, and 117 ± 1 ADC/keV for maximum gain. These results could then be 

converted into an equivalent pixel noise of respectively 36 ± 3.6 e and 6.5 ± 0.7 e for unitary and 

maximum gain. 

In Figure 5.9(b) the response to the variation of the nominal gain of the device is reported (dots) together 

with the signal/noise behavior (stars) for 
55

Fe photons. The difference between the linear response in 

signal (growing proportionally to the nominal gain value) and the behavior of the average SNR is due to 

the different electronic circuits involved before and after the value of 8; at low gains the noise is greatly 

influenced by the quantization error, whose importance decreases with the increase in nominal gain. Hence 

the increase in SNR up to a saturation value in the first part and a moderate linear increase in the second 

part. 

  

Figure 5.9 (a) Correlation between photon energy and peak cluster signal with a linear fit for minimum (stars) and maximum (triangles) 

gain. (b) Variation of cluster signal (blue) and cluster signal/noise (red) as a function of the device nominal gain. 

The clustering algorithm is useful to better isolate the signal from the noise when only part of the charge is 

collected by the sensor. In Figure 5.10(a) the distribution of the cluster signal is plotted for either the 3x3 

submatrix (empty) or the clustering algorithm (gray) when the noise region has been removed. It can be 

estimated that the cluster algorithm allows a better separation and a sensitivity even below 1keV while the 

3x3 submatrix method stops at just about 1keV. 

The dynamical range covered by the sensor can then be estimated between 2keV to 150keV for minimum 

gain and 1-8 keV for maximum gain. The variation of the cluster signal against temperature is shown in 

Figure 5.10(b) for 
55

Fe photons yielding an approximate linear dependence with a signal variation of -0.15 

ADC/ºC. 
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Figure 5.10 (a) Integral distribution of cluster frequency vs cluster signal for 55Fe photons (at maximum gain) for the 3x3 submatrix and 
the cluster algorithms. (b) Temperature dependence of cluster signal for unitary gain. 

5.4 Charge particle response for MTV9V011 sensor 

The detector was put in October 2009 on the PS 12GeV proton beam at Cern to measure the response to a 

MIP. Tests have been performed at different nominal gains but in the following only the results related to 

the maximum gain (15.88) will be presented, configuration offering the best performances. Figure 5.11 

shows an event display with one electron hitting the sensor orthogonally; the signal is shared among few 

pixels.  

 

Figure 5.11 Typical response of the MT9V011 pixels around the crossing point of a 12GeV proton. 

To estimate the amount of signal-sharing among adjacent pixels, for each frame the sum of the signals of 

the 9x9 submatrix centered on the seed pixel is computed and it is used to normalize the signal of each 

pixel of the submatrix. In Figure 5.12(a) is shown the distribution of the average fraction for the 9x9 

submatrix; most of the signal is concentrated into the seed pixel (57%). To reach the level of 97% of the 
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collectable charge it is enough to use the a 5x5 submatrix while with a 7x7 submatrix all the generated 

charge is collected. 

  

Figure 5.12 (a) Distribution of the collected charge around the impact point for the MT9V011 exposed to a 12GeV protons.   

(b) Distribution of the number of pixels belonging to the cluster for 12GeV incoming protons. 

The average cluster size of 5.6 pixels (Figure 5.12(b)) are quite similar to the photon’s one, but the 

distribution is different having a single peak and a long positive tail due to the δ-ray and energy deposition 

fluctuations. The main reason for the widening of the area where the charge released by the electrons 

should be collected is partially due to the longer creation path (~ 4.0μm of epitaxial layer) for 

electron-hole pairs, with respect to the almost point-like case (order of 1μm) for photons; this allows for a 

greater diffusion before the charge collection by the pixel’s photodiodes. 

  

Figure 5.13 (a) Signal distribution of the 5x5pixels cluster related to the MT9V011 exposed to a 12GeV protons  and (b) its detection 

efficiency vs fake event probability. 

In Figure 5.13(a) the signal distribution of a 5x5 submatrix, when the sensor is exposed to a 12GeV 

protons beam, is shown. The distribution is fitted with a Landau convoluted with a Gaussian in accordance 

with the theory reported in Chapter 2. The acquisition threshold is about the 30% of the expected charge in 

the seed pixel and does not significantly modify the cluster signal distribution. 
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The peak is located at 185.2 ± 3 ADC but considering the noise contribution, the real peak is located at a 

lower value of 177.9 ± 1 ADC. Using the absolute calibration given from the x-ray (2.3 ± 0.2 e/ADC at 

maximum gain) we can convert this value in terms of electron-hole pairs resulting in 409.1 ± 16 e, 

corresponding to an equivalent sensitive thickness of 7.4 ± 0.4 μm. This value is well comparable with the 

nominal 4.0μm of epitaxial layer declared by the manufacturer. It is known, indeed, that the ability to 

collect charge of sensors with this kind of technologies is limited by the epitaxial layer thickness [5.6]. 

The corresponding SNR for the 3x3 pixels cluster is estimated to be 23.9 ± 0.6, while getting just the seed 

pixel, the SNR raises to 30.5 ± 1.1. These results, together with the noise characterization, allows to 

estimate the detector efficiency with respect to the fake hit probability (Figure 5.13(b)); with a seed 

threshold of 6 times the single pixel noise, an efficiency of 99.98% with 1x10
−5

 fake hit probability is 

possible [5.7]. 
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Chapter 6.  

Vertical integration technologies  

for Pixel Detectors  

Typical tracking systems for particle trajectory reconstruction in HEP experiments are usually based on 

different separated sensing layers, featuring pixels and/or strips sensitive elements. In this chapter the 

results obtained by an innovative approach to particle tracking will be presented. Such an approach is 

based on CMOS Active Pixel Sensors layers, monolithically integrated in a all-in-one chip featuring 

multiple, stacked, fully functional detector layers capable to provide momentum measurement (particle 

impact point and direction) within a single detector. This will results in a very low material detector, thus 

dramatically reducing multiple scattering issues. To this purpose, we rely on the capabilities of the CMOS 

vertical scale integration (3D IC) technology. 

The usual approach of 3D integration in a vertex detector framework could be described as heterogeneous 

integration in the sense that it devotes different tiers to the sensing layer, and to the analog and digital 

circuitry. Such an approach has certainly some advantages as it guarantee a 100% fill-factor of the 

detecting area while at the same time allowing for some on-chip signal processing. On the other hand such 

an architecture cannot be strictly considered ”monolithical”. 

In our approach, instead of using different tiers of the stacked 3D structure for heterogeneous integration, 

identical fully-functional CMOS APS matrix detectors, including both sensing area and control/signal 

elaboration circuitry, could be stacked in a monolithic device by means of Through Silicon Vias (TSV) 

connections. The information coming from thinned multiple stacked layers could be usefully exploited to 

extend the detection capability of the monolithic sensor. In principle, such a detector would be capable of 

giving accurate estimation not only of the impact point of a ionizing particle (with spatial resolution in the 

μm range), as well as of its incidence angle (with angular precision around 1º) [6.1]. 

A first chip prototype has been fabricated within a multi-project run using a 130nm CMOS 

Chartered/Tezzaron technology, featuring two layers bonded face-to-face. Tests have been carried out on 

full 3D structures, providing the functionalities of both tiers. To this purpose, laser scans have been carried 

out using highly focused spot size obtaining coincidence responses of the two layers. Tests have been 
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made as well with x-ray sources in order to calibrate the response of the sensor and with 3MeV protons. 

Encouraging results have been found, fostering the suitability of both the adopted 3D-IC vertical scale 

fabrication technology and the proposed approach for particle tracking applications. 

6.1 The two-layer 3D CMOS APS detector 

A first chip prototype has been fabricated within a multi-project run using a 130nm CMOS 3D 

Chartered/Tezzaron technology [6.2, 6.3], featuring two layers bonded face-to-face. The top (outer) tier 

has been thinned down to less than 10μm, while the bottom (inner) tier has not been modified with respect 

to the standard planar (2D) realization. The two tiers host two almost identical (i.e. mirrored) layouts, 

featuring several corresponding test structures, namely single pixels, as well as different matrices, e.g. 

featuring 5x5 and 16x16 pixels (Figure 6.1(a)). Each pixel is based on the standard three transistors (3T) 

active pixel architecture, featuring 10x10μm
2
 size with different sensitive element (photodiode) layout. In 

particular, a small sensitive area with small capacitance (aiming at maximizing the charge to voltage 

conversion gain) and a large sensitive area (aiming at maximizing the fill-factor of the detector) (Figure 

6.1(b)). The structures of both tiers can be read out in parallel by means of dedicated output bond pads, 

located at the backside of the top tier. 

 

Figure 6.1 (a) Schematic cross-section of the two tiers (sketch not to scale). (b) Large (top) and small (bottom) pixel layouts. 

6.2 Simulation activity 

Before to realize the RAPS04 chip an extensive simulation activity has been carried out aiming at the 

optimization of the detector geometry for the specific task at hand. The simulations were made by means of 

the software ISE-TCAD [6.4], starting from a simple 2D section of a 7x7 pixels submatrix. Mixed-mode 

simulations have been carried out: each photodiode, featuring a sensitive area of 2x2μm
2
 (small 
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photodiode), has been coupled to the three transistor circuit APS scheme (Figure 6.2). A MIP stimuli 

response has been therefore simulated, considering the distribution of the charge for an impinging particle. 

All the results were obtained by considering both charge drift and diffusion components for a typical 

CMOS substrate doping concentration and under biasing conditions. 

 

Figure 6.2 2D cross-section of a CMOS Active Pixel Sensor sub-array (7 pixels). 

In order to evaluate the suitability of having multiple spatially close measuring layers the impact point and 

the incidence angle reconstruction have been performed, starting from the voltage responses at the pixel 

outputs. In particular, we considered a cluster signal, featuring three pixel responses, namely the seed pixel 

and the two neighboring ones.  

  

Figure 6.3 Error in the (a) impact point and (b) incident angle calculation as a function of the incident angle and hit position. 

The equivalent noise voltage was added to the voltage response of each pixel using a Gaussian 

distribution. The hit position and angle were therefore reconstructed from the voltage response of each 

pixel involved in the cluster, by a weighted average of the voltage signals between pixels pertaining to the 

same layer and by a linear fitting of the information obtained from different layers (namely, we considered 

as straight line the trajectory of the particle inside the detector substrate). 
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A comprehensive analysis of the four layers sensor structure is reported is Figure 6.3. In particular, we 

considered an impact point spanning from a left half-pitch with respect to the central pixel to a right 

half-pixel and incidence angle ranging from 0º to 45º with respect to the normal incidence. 

This four layers sensor structure will result in a spatial resolution of about 1μm and a resolution in the 

detection of the incident angle of about 1º. 

6.3 Functional characterization 

For electrical and functional characterization a suitable read-out setup has been devised and fabricated. In 

particular, an advanced optical workbench with IR, UV, and VISible laser heads with micro-focusing (spot 

size below 2μm) and micro-positioning (scan step 0.21μm) capabilities has been used. It allows up to four 

sensors parallel read-out for track reconstruction and spatial resolution analysis, as well as 2D scans for 

surface mapping [6.5]. Coincidence responses to a focused IR spot of corresponding outer and inner 

matrices have been obtained. The coincidence responses can be clearly observed by translating the spot 

along the matrix (i.e. along the chip surface) and looking at the different responding clusters of pixels (see 

Figure 6.4(a)).  

  

Figure 6.4 (a) Coincidence responses to a IR laser of the 16x16 outer (top) and inner (bottom) matrices. (b) Differences between peak 
response coordinates of the top and bottom matrices. (c) Computed tomography (CT) of the stacked die.  

The focusing capabilities allow the stimulation of a single pixel on the top, back-side illuminated matrix, 

while a wider and spread-out response has been obtained from the bottom matrix, due to the scattering 

effect of the metal layers between the two chips and to the shielding effects of the bond-point metal-6 

octagons, whose dimensions (3.4μm x 3.4μm) are of the same order of the pixel size. Misalignments of 

about 12μm in one direction and of about 20μm on the orthogonal one have been demonstrated (Figure 

6.4(b)). These findings have been confirmed by deeper investigations carried out by means of computed 

tomography (CT) scans at DESY, Hamburg. In particular, Figure 6.4(c) shows a detail of the pad regions. 

From the dimensions of the pads (120μm) the estimated misalignment, which is of the order of 10% of the 
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pad size, is about 15μm, in good agreement with the previous findings. It should be emphasized, however, 

that the significant misalignment between the two tiers does not prevent the communication from the 

bottom tier to the top tier. The implemented circuits actually features TSV interconnections only at the 

chip periphery (e.g. at the pad level). The huge number of TSVs in these regions, even if the two tiers are 

tilted/shifted, still guarantees the electrical connections between the pads.  

Surface scans can be carried out as well, in order to evaluate the response of the pixel as a function of the 

spot positions. The micro-focusing and micro-positioning capabilities allow very deep investigation of the 

point spread response of the matrix. The response to a back-side illumination with visible light (531nm) is 

reported in Figure 6.5(a). Clear peak responses, corresponding to the sensitive regions of the pixels, can be 

observed. On the other hand, a broader response has been obtained with front-side illumination with 

visible light (780nm): the effects of the metal layer tend to spread out the laser stimuli. Moreover, the 

shielding effect of octagonal bond-points can be observed as well: in Figure 6.5(b), the superimposition of 

the actual layout with the response of a 3x3 pixel submatrix is reported. 

  

Figure 6.5 (a) Back-side illumination of a 3x3 small submatrix: no metal shielding effects, regular pattern response to a x-y laser scan.  

(b) Front-side illumination of a 3x3 small submatrix: effects of metal-layers and bond-points on the response to a x-y laser scan. 

6.4 Signal to noise evaluation: x-rays analyses 

A comprehensive noise analysis has been carried out, by considering the overall contribution of temporal 

and spatial noise. Very similar noise figures have been obtained for corresponding pixels of outer (top) 

and inner (bottom) tiers. Small pixel architecture resulted in a higher noise (~ 1.8 ± 0.5 ADC), as 

expected, due to the kT/C noise contribution which is significantly greater for the small pixel (due to the 

lower sensitive region capacitance) with respect to the large pixel (1.0 ± 0.3 ADC). 

An Amptex Mini-X x-ray source has been used for sensor calibration purposes with photons of different 

energies. In particular, Fe and Cu targets have been used in fluorescence mode. A good linearity of the 

sensor response has been found at different photon energies: from the expected energy peak deposition of 
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Fe and Cu targets (6.4keV and 8.1keV, respectively), the number of electron-hole pairs generated within 

the silicon substrate can be estimated. 

  

  

Figure 6.6 Pixel matrices x-rays responses (Fe target): cluster signal distributions for small inner matrix (top left), small outer matrix 

(bottom left), large inner matrix (top right) and large outer matrix (bottom right). 

The peak positions on the cluster signal distributions of Figure 6.6 correspond to almost complete charge 

collection; therefore, sensor calibration can be carried out, allowing an estimation of the conversion gain 

for the small matrix of around 22 e/ADC for the outer tier and 25 e/ADC for the inner tier and for the large 

matrix of around 88 e/ADC for the outer tier and 86 e/ADC for the inner tier (Figure 6.7). From this point 

of view, at least for x-ray photons, no particular worries about signal coming from top (thinned) tier with 

respect to signal coming from bottom tier have been experienced.   

Eventually, after calibration, the overall (spatial and temporal) measured noise was around 41 ± 11 e for 

the small photodiode and 88 ± 26 e for the large photodiode.  
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Figure 6.7 Matrices calibration: responses (ADC) to different x-ray photons for small inner matrix (top left), small outer matrix (bottom 

left), large inner matrix (top right) and large outer matrix (bottom right). 

6.5 Charge particle response for the RAPS04 sensor 

The detector was tested in July 2012 on the LABEC 3MeV proton beam at INFN Firenze to measure the 

response to a ionizing particles. According to the theory [6.6] a 3MeV proton releases in the silicon 20 

keV/μm instead of the 0.3 keV/μm typical of MIP, allowing to achieve high SNR. 
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Figure 6.8 Response of the (a) inner layer and (b) outer layer to two 3MeV protons of the matrix with large photodiode. 

Figure 6.8 shows one event display with two protons hitting both the layers simultaneously. It can be 

notice also in this figure the misalignment between the two tiers.  The signal appears entirely confined into 

one pixel and the charge collected by the pixels surrounding the central one is extremely low.  

  

Figure 6.9 Signal distribution of the 3x3 pixels cluster related to the matrix (a) small and (b) large photodiode exposed to a 3MeV 

proton. 

The Figure 6.9 shows the 3x3 pixels submatrix signal distributions with the Landau fit. The fit returns 

185.94 ± 1.2 ADC and 37.2 ± 0.2 ADC as the MPV of the Landau distribution respectively for the small 

and large photodiode. Knowing the conversion factor e/ADC, retrieved from the x-ray calibration, we can 

translate the MPV to the equivalent electron-hole pair which reads: 4631 ± 30 e and 3199 ± 17 e 

respectively for the small and large photodiode. From the theory 4631e and 3199e corresponds to a 

equivalent thickness of the sensitive region of about 0.8 ± 0.1 μm and 0.57 ± 0.03 μm.  

The SNR achieved with the 3MeV protons is 103 for the small photodiode and 37 for the large 

photodiode. If, starting from these results, we try to calculate the expected SNR for a MIP we find about 

1.4 for the small photodiode and 0.5 for the large photodiode. This SNR expectation is not encouraging 

and for the next chip submission we need to find some solutions for improving this value. On the other 
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hand this test showed the capabilities of the RAPS04 concept to provide a coincident response of the outer 

and inner layers to single ionizing particle. 
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Chapter 7.  

Precision physics measurements  

with silicon Pixel Detectors 

In this chapter the pixel sensors, which have been previously introduced and characterized, have been 

employed to perform high precision physic measurements. In particular the Micron CMOS sensor 

MT9V011 featuring high SNR and elevated pixel granularity has been used to study in more details the 

interaction between radiation and matter and the charge diffusion mechanisms of the minority carrier in 

the silicon, managing to get results with precision never achieved before. 

New methods and innovative approaches were implemented to extract basic transport parameters (minority 

carrier diffusion length, minority carrier lifetime, width of the region at maximum CCE) using  

mathematical procedures. 

7.1 The grazing angle method 

In the grazing angle configuration the sensor is put parallel, rather than perpendicular, to the particles 

beam. The idea of using such a configuration is to have a solid state ionization chamber with high 

granularity for following in great details the passage of the particles into the silicon, monitoring especially 

its position and energy loss. Due to the huge number of reconstruction points along the “planar” detector 

(up to 640 for the MT9V011) and to the negligible effect of the multiple scattering we would potentially 

allow for a precise determination of the particle trajectory and of the energy loss in layers few micrometers 

thick (i.e. 5.6μm for the MT9V011). An illustration of the idea is given in Figure 7.1. 
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Figure 7.1 Track reconstruction using a pixel sensor parallel to the particles beam; an illustration of the idea.  

In our grazing angle approach [7.1], the charged particle crosses several pixels pertaining to the single 

planar detector, each one at a different depth (see Figure 7.2(a)), depositing a known amount of energy and 

producing a voltage drop (ΔV) at each photodiode. The incident angle α is strictly related to the 

measurable track length R by the expression R=d/tan(α) where d is the sensitive layer depth of the sensor.  

  

Figure 7.2 (a) Scheme of grazing angle method: several pixels are hit by the same track. 
(b) Online display of two simultaneous tracks entering the sensor from opposite sides (particles coming from the right). Track entering 

from sensor surface (1) and  from sensor back (2). 

For a given incidence angle α, the n
th
 pixel (i.e. at a certain distance with respect to the incidence entrance 

point) in the track is always crossed by an incident particle at the same depth. In order to keep under 

control (e.g., within a small error) the charge generation depth, only particles having in the same length (in 

pixel unit) within the array are selected.  

For each pixel position a signal distribution could be built. The MPV of this distribution, for each pixel 

position, will depend on the generation depth. The track will be detected with a sharper definition, namely 

higher signal, near the sensor surface, whereas unfocused response is obtained when charge is deposited 

deeper in the bulk (worse S/N and greater spatial diffusion of charge), as can be seen in Figure 7.2(b) 

where the online display of two simultaneous tracks entering the detector from opposite sides is visible. 
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The pixel signal evolution along the track is consistent with track 1 entering from the surface side and 

track 2 from the back side, considering a beam direction from the right to left of the picture. In other 

words, brightest pixels at the right hand side of track 1 could be ascribed to charge generation closer to the 

surface leading to a greater charge collection efficiency.  

To check the suitability of the approach, a dedicated mechanical support has been devised and 

implemented. In particular, a rotational stage allowing for the fine tilt of the sensors with respect to the 

beam direction has been used (Figure 7.3). Of course the grazing angle choice was dictated by the sensor 

geometrical constraints. 

 

Figure 7.3 Test Setup at CERN Proton Synchrotron. 

A track finding algorithm has been implemented to select good tracks and to reject background signals 

(e.g. noisy pixels, short tracks) [7.2].  

The algorithm detects all the pixels with a signal greater than two times the pixel noise (hit pixels) and it 

defines a list. The row and column coordinates of these pixels are then analyzed to regroup them in tracks. 

The algorithm starts from a hit pixel not yet belonging to any track  (track seed), and it looks in the list for 

some other unclassified pixels in the proximity of all the pixels of that track. If some pixel is found, it is 

included in the track and the procedure is iterated until no other pixel can be included (Figure 7.4(a)). If 

there are some ambiguous cases, i.e. two overlapping track, they are rejected, being the goal of this s tudy 

to have good quality tracks. The implemented algorithm allows the separation of different tracks with a 

distance of only few pixels, as shown in Figure 7.4(b), where a secondary emission electron could be 

detected. In order to improve the algorithm functionality the tracks have to be parallel to the x-direction o 

y-direction of the sensor. 
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Figure 7.4 (a) Frame with four identified tracks. (b) Ionizing particle track with secondary emission. 

Once the tracks have been found and defined, the automatic separation of tracks entering from the sensor 

surface with respect to the ones entering from the sensor backside has been implemented. Defining the 

track start as the pixel with the lowest absolute row coordinate, we could plot for each track the pixel 

response as a function of the pixel position with respect to the track start. The slope of the linear fit is 

defined as the pixel response slope (Figure 7.5(a)).  

Tracks entering from the surface will have negative pixel response slope because the pixel response is at 

its maximum at low pixel coordinate and then tends to decrease towards zero with increasing pixel 

coordinate. For tracks entering from the back the reverse holds.  

  

Figure 7.5 (a) Pixel response of one track entering from the surface with linear fit. (b) Distribution of the Pixel Response Slope measured 

with tracks entering form the sensor surface (filled circle) and from the sensor back (open circle).  

The distribution of pixel response slopes is shown in Figure 7.5(b). It is possible to notice the two fitted 

Gaussian distributions, which represent the two different directions of incoming tracks (around the 

nominal direction of the beam, assumed as zero angle reference). The peak around zero represents all the 

incoming tracks parallel to the sensor surface, not selectable for the following analysis. 
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7.1.1 Grazing angle method for charge collection efficiency measurements 

The knowledge of charge collection efficiency (CCE) profile plays a key role in optimization of detectors. 

It provides a detailed information on the fraction of charge generated in the sensitive volume which is 

subject to recombination. To accomplish the measurement of the charge collection efficiency (CCE) 

profile the most straightforward way is to generate a known amount of electron/hole pairs at a given depth 

and then to measure the pixel response. However, this is far from being an easy task because it requires an 

accurate and complex control of the setup. Various methods have been proposed in the past, mainly for 

microstrip devices, among which an IR laser, entering from a polished side of the silicon bulk, focused at 

different depths under the sensitive region [7.3] and a method using charged particles incident at a small 

angle on the sensor surface[7.4-7.6]. In all the previous cases the most relevant problem is the achievable 

spatial confinement for the charge generation, which is several micrometers at best. 

In our custom grazing angle approach, as described in the former paragraph, charged particle crosses 

several pixels, each one at a different depth, depositing a known amount of energy and producing a 

voltage drop (ΔV) at each photodiode. Therefore, for each pixel position a signal distribution could be 

modeled by a Landau-Vavilov function [7.7]. The MPV for each pixel position will depend on the 

generation depth and could be used to build the CCE profile function. 

Collecting all the tracks entering from one direction (for instance from the surface) with the same length 

(for instance 100 pixels) it is possible to build a signal distribution for each pixel position, beginning from 

the first pixels of the tracks to the last ones. In Figure 7.6 is shown the signal distribution for the 10
th
 and 

for the 90
th
 pixel of a track featuring a length of 100 pixel. Both distributions are well modeled by the 

Landau-Vavilov distribution, from which we can extract the MPV and its associated error. 

  

Figure 7.6 Signal distribution for the (a) 10th and for the (b) 90th pixel of a track featuring a length of 100 pixel 

In Figure 7.7 is plotted the value of MPV as a function of the pixel position along the track. Position 0 is 

the track start (point closest to the sensor surface) and position 100 is the track end. It is evident the 

modulation of the response as a function of the pixel position along the depth of the track. 
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Figure 7.7 MPV as a function of the pixel position along the track 

In Figure 7.8(a) are reported two profiles obtained using the tracks coming from the sensor surface (red) 

and from the sensor backside (blue). The high symmetry shows that the track finding algorithm is working 

very well. 

  

Figure 7.8 (a) Charge collection efficiency profiles measured with tracks entering form the sensor surface (filled circle) and from the 

sensor back (open circle). (b) Charge collection efficiency profiles measured with different track lengths.  

We checked also that the method does not depend on track length. In Figure 7.8(b) are shown three 

profiles normalized to the track length, obtained with three different track length values (25, 50 and 100 

pixels). The curves overlap very well, being the only difference a better “sampling” of the profile when 

longer tracks are chosen.  

The final step to obtain a quantitative measure of the collection depth is to translate the horizontal scale 

unit from pixel units to length units (micrometers). To this purpose the following procedure has been used. 

The total generated charge for an inclined track could be written as: 
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where Qi is the  released charge per length units in the i
th

 pixel, ΔRi is the pitch of the i
th

 pixel and α is the 

track incident angle on the sensor surface. The total measured charge (Qmeas) for an inclined track could be 

written as: 
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where pi is the charge collection efficiency for the i
th

 pixel of the track. The term  
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could be evaluated using orthogonal tracks, where α=90° (sinα=1) and Qmeas is equal to the MPV of the 

Landau-Vavilov fit. 
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       (7.4) 

For particles at different incidence angles is then straightforward to obtain the value of α for each track, 

being α=arcsin(Qort/Qmeas) and hence the extraction of the depth scale of the CCE profile. Figure 7.9 

illustrates how using longer tracks yields a finer sampling of the CCE, allowing a more detailed 

measurement. 

 

Figure 7.9 Scheme of charge collection efficiency profile measurement using grazing particles 

Once defined the technique to measure the CCE profile, we are going to study the CCE profiles and some 

basic transport parameters extracted from these profiles for: RAPS03 ESAS and ESAL sensors, Micron 

MT9V011 and Micron MT9V032 sensor. The first three sensors have been already presented in the former 
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chapters; the MT9V032 sensor is similar to the MT9V011 but it features an epitaxial layer of 12μm 

instead of 4μm.  

  

  

Figure 7.10 Experimental Charge Collection Efficiency profile related to: (top left) MT9V011, (top right) MT9V032, (bottom left) ESAS 

RAPS03, (bottom right) ESAL RAPS03. 

The experimental CCE profiles for the four CMOS sensors are shown in Figure 7.10. The CCE profiles are 

normalized to the most probable signal expected for an ionizing particle traversing the calculated length of 

silicon [7.8]. Going from the surface toward the bulk (from the left side to the right side of Figure 7.10), 

we can roughly consider three different regions in the sensors, especially for those featuring the epitaxial 

layer: 

A. A heavily doped n+ region where the low electric field and the low lifetime of the carriers due to 

the high doping and to the presence of the p-wells hosting the pixel transistors prevent carriers 

from being completely collected. 

B. A region where the collection efficiency is about 100% due to the presence of the depletion region 

of the pixel sensitive area. In this region the electric field is high and the carrier velocity can be 

close to saturation. This means that all the carriers within this region cross the region itself since 

the drift time is much shorter than minority carrier lifetime. 
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C. A region, localized in the bulk p-doped zone, where the collection efficiency is exponentially 

decaying. In this region the carrier transport is dominated by the diffusion mechanism. Charge 

carriers generated within this region, where no electric field occurs, diffuse toward the depletion 

region. 

The region A is appreciable only for the two Micron sensors, due to the peculiar pinned diode doping 

profile (pnp). This effect does not occur in the RAPS03 sensors, which features standard (n+/np) doping 

profile related to the sensitive regions (photodiodes). 

The region B occurs mainly in the Micron sensors, due to the presence of the epitaxial layer and to its low 

doping concentration; actually, in this region most of the charges generated are completely collected and a 

plateau in the CCE profile comes out. The thickness of this region is completely comparable to the 

nominal thickness of the epitaxial layer given from the Micron datasheets. A region with complete charge 

collection does not appear clearly for RAPS03 sensors. The ESAL sensor, taking advantage of a larger n+ 

well and of an higher electric field with respect to the ESAS sensor, shows CCE values close to 100% in 

the region just below the photodiode. The ESAS is not able to efficiently collect all the charge and hence 

for all the depths shows an incomplete CCE due to the recombination process which involves the minority 

carriers. 

Eventually, the C region is common to all the four sensors. The CCE tends to decrease because the deeper 

generation point and the consequent greater recombination probability, so that less electrons will reach the 

photodiode. The interpretation of such curves is based on the extension of Ramo’s theorem as applied to 

induced charge in semiconductor detectors [7.9]. 

The excess (Δn) of minority carriers (electrons) generated in the C region by the incident particle is given 

by 
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        (7.5) 

where Dn is the electron diffusion coefficient and τn is the carrier lifetime. The boundary conditions state 

that Δn is zero at the edge of the depletion region (x=w2) and at the back electrode (x=D). The initial 

condition states that Δn=Nδ(x-x0) at t=0 where δ is the Dirac’s delta function and N the electron/hole pairs 

generated by a single particle at a distance x0 from the top electrode. 

The solution of Eq. (7.5) is then given by [7.10]: 
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and the current j entering the depletion region is 
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Supposing that all the carriers entering the depletion layer are totally collected the induced charge at the 

electrodes is given by: 
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  (7.8) 

where A is the electrode area, Ln=√Dnτn the electron diffusion length and erf() is the error function. If the 

integration time of electronic read-out chain is much longer than the electron lifetime, the induced charge 

measured at the electrode as a function of the incident particle position is 
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       (7.9) 

The charge collection efficiency is then an exponentially decaying function with the distance between the 

generation point (x0) and the edge of depletion layer (w2). The theory, just briefly recalled, explains all the 

features of the experimental profiles as shown in Figure 7.11. 
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Figure 7.11 Charge collection Efficiency profile of four sensors (dots) with related exponential fits (continues lines) 

From Figure 7.11 it is clear how the two RAPS03 sensors are able to collect charge at greater depth with 

respect to the two Micron sensors. This is due most likely to the lower substrate doping concentration of 

the RAPS03. 

The exponential tail can be fitted with the function described by Eq.(7.9). The fitting procedure gives for 

the Micron sensors MT9V011 and MT9V032 respectively a minority diffusion length value in the sensor 

substrate of 4.6 ± 0.2 µm and 3.5 ± 0.5 µm while for the ESAS and ESAL sensors those values are equal 

to 27.8 ± 1.1 µm and 29.1 ± 2.1 µm, respectively.  

We have checked that the extracted value of the minority diffusion length does not change as a function of 

the thickness of the region which we use for the fit. If we assume an electron diffusion coefficient in the 

substrate equal to 36 cm
2
/s, the effective electron lifetimes for the MT9V011 and MT9V032 read to 

5.9 ± 0.1 ns and 3.4 ± 0.2 ns while for ESAS and ESAL read to 214 ± 0.4 ns and 230 ± 1.2 ns. It is worth 

noting that the integration times of the electronic read-out circuit used in this work are much longer than 

the carrier lifetime. 

The minority carrier diffusion length measured with this method appears in good agreement with the other 

results showed in the former chapters. In particular, an equivalent collecting charge thickness has been 

measured for MT9V011, ESAS and ESAL sensors, reading values of 5.7 ± 0.7 µm, 22 ± 1 µm and 

38 ± 7 µm respectively. However this thickness should not be simply considered as the collection depth of 

the chip beyond which the photodiode is no longer able to collect; it can be only asserted that this kind of 

sensors, from the point of view of the ability to collect the charge, can be compared to an ideal (i.e. fully 

depleted) detector which is able to collect all the charge deposited within this thickness.  

Table 7.1 Sensor results 

Sensor Name Region with maximum CCE Diffusion Length Lifetime 
    

MT9V011 4 μm 4.6 ± 0.2 μm 5.9 ± 0.1 ns 

MT9V032 12 μm 3.5 ± 0.6 μm 3.4 ± 0.2 ns 

ESAS RAPS03 Not defined 27.8 ± 1.1 μm 214 ± 0.4 ns 

ESAL RAPS03 2 μm 29.1 ± 2.1 µm 230 ± 1.2 ns 
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7.1.2 Grazing angle method for the sensitive region thickness measurement 

In order to estimate the thickness of the sensitive region of the MT9V011 pixel sensor and validate the 

measurements shown in the former paragraph, another technique has been developed.  

By varying the inclination of the sensor with respect to the direction of the incident beam, from simple 

geometrical considerations (see Figure 7.2(a)), it is possible to define the extension of the sensitive region 

of the sensor. Estimating the average length R of the detected traces at a defined angle α we have that: 

 tanRd 
         

(7.10) 

where d is the sensitive region of the sensor. 

In Figure 7.12 the track length distribution, measured with the MT9V032 sensor, for two different values 

of α is plotted. In both figures a Gaussian distribution appears; the mean value represents the average track 

length R while the sigma represents the accuracy of the measurement. At low value of α the Gaussian 

distribution tends to have a higher standard deviation and the measurement of the average track length 

becomes very difficult. 

  

Figure 7.12 Track length distribution for two different incident angles: (a) -1º and (b) +3º. 

Other measurements, with other value of α, for the MT9V011 and MT9V032 sensor have been carried out 

and are shown in Figure 7.13, where the average track length has been plotted as function of the α angle. 

Overlapped to the experimental data there is a fit according the function |d/tan(x+offset)| where d 

represents the sensitive thickness and offset is the difference between the beam direction and the tilt angle 

when α is put is in the nominal zero position. Each point used for the fit procedure has been weighted 

according the standard deviation of the Gaussian distribution, minimizing the measurement uncertainties. 
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Figure 7.13 Track length as function of the α angle for the (a) MT9V011 and (b) MT9V032  

For the sensor MT9V011 the value of d is 12.8 ± 1.1 μm while the estimated offset is 10 ± 1.8 mRad. For 

the MT09V032 the value of d is 15.4 ± 0.4 μm while the offset is 8 ± 0.5 mRad. The sensitive thickness 

measurements achieved with this technique are comparable with the ones showed in the former paragraph 

(see Figure 7.10), confirming the accuracy of our setup and the validity of grazing angle approach to 

perform this kind of measurements. 

7.1.3 Grazing angle method for energy loss measurement 

In the future, the requirements for particle tracking systems will be even more stringent, in particular in 

terms of low material budget [7.11]. The reduction of the detector thickness decreases the signal rise time, 

increases the radiation resistance and reduces the material budget and the associated multiple scattering 

effects. Therefore it is important to investigate the energy loss distribution f(Δ) due to the passage of 

ionizing particles through thin layers of matter. To accomplish the f(Δ) measurement, the charge generated 

by ionizing particles crossing a silicon layer of known thickness is collected and measured. To perform a 

comprehensive study, a large number of detectors, each one with different thickness, is needed. This 

procedure is intrinsically time-consuming and very difficult to accomplish, especially for small 

thicknesses. 

In this paragraph a new method to accomplish the f(Δ) measurement for several silicon's thicknesses, 

relying only on one CMOS pixel sensor in a grazing angle configuration has been developed [7.12]. With 

this configuration, the passage of a charged particle is detected by several pixels pertaining to the single 

planar detector by forming a track  (see Figure 7.2). The amount of silicon crossed by the ionizing particle 

is a function of the particle incident angle (R=d/tan(α)), allowing to perform the f(Δ) characterization at 

various thicknesses just selecting tracks of different length (detected by the sensor). 

The commercial Micron MT9V011 sensor featuring 5.6x5.6 μm
2
 pixel size and few micrometers epitaxial 

layer has been used to perform the measurements. 

The only region used in the investigation of the f(Δ) is the one ranging from 1 μm to 3.5 μm in depth (the 
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B region in Figure 7.14), where almost all the generated electron-hole pairs are collected. Because the 

generation point in this region is close to the photodiodes, the charge diffusion is limited and the charge 

sharing among pixels belonging to the same track is negligible.   

 

Figure 7.14 CCE profile of the MT9V011, sensor used for the energy loss investigation 

Tracks with different pixel length can be used, knowing that for a longer track there will be more pixels in 

the B region and then more crossed pixels at maximum CCE.  Selecting segments with a different number 

of pixels it is then possible to build an energy loss function for several silicon thicknesses. 

In the present study, energy loss distributions were obtained for 100 MeV electrons and 12 GeV protons. 

Due to the particle energy used in our investigation, the value of k will be always less than 0.01. 

Consequently, the observed energy loss distributions are expected to be well represented by Eq. (2.19), in 

which a Gaussian function convolves a Landau distribution. The standard deviation σtot of the Gaussian 

part should take into account also the detector and electronic noise σnoise : 

2

2

noisetot δ+σ=σ 2

         (7.11) 

Therefore, the experimental energy loss distributions for each momentum and type of particle were fitted 

to the Landau convolved with a Gaussian with three free fitting parameters: σtot, ξ and LΔp.  

In Figure 7.15 are shown the energy loss distributions for 12 GeV protons and 100 MeV electrons passing 

through 5.6 μm of silicon. 
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Figure 7.15 Energy loss distribution for (a) 12GeV protons and (b) 100MeV passing through 5.6 μm of silicon with 

convolved function fit and  Landau contribution of this fit. 

Superimposed on the experimental data are the energy loss distribution fitted using a convolved function 

according the Eq. (2.19) and a Landau distribution extracted from this fit. Both figures show the 

importance of electronic binding effects, which tends to broaden the energy loss distribution.  

The Δp is equal to 0.966 ± 0.035 keV for the 12 GeV protons and 1.018 ± 0.050 keV for 100MeV 

electrons, corresponding to 262 ± 10 and 277 ± 14 electron-hole pairs. The extracted value for w is 1.04 ± 

0.012 keV for the protons and 1.12 ± 0.018 keV for the electrons while the value for δ2 is 0.27 ± 0.18 keV 

for the protons and 0.31 ± 0.23 keV for the electrons.  

The shift of the most probable energy loss of the straggling function (Δp) respect to LΔp is about 12%. The 

Landau fit fails to correctly model these experimental data because the theory of Landau assumes that the 

typical energy loss in an absorber should be large compared to the binding energy of the most tightly 

bound electron, a condition which is not satisfied for this thickness. In fact for the validity of the Landau 

approach, ξ should be much more than the atomic binding energy, which means x/β
2
 >> 100 μm. 

Varying the thickness of the silicon absorber the distributions change noticeably. In Figure 7.16(a) are 

shown several energy loss distributions obtained for 12 GeV protons in silicon absorbers of different 

thickness. For each distribution, the fit using Eq. (2.19) reproduces well the experimental data. 
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Figure 7.16 (a) Energy loss distributions with fits for 12GeV protons passing through several silicon thicknesses.  

(b) Fit to energy loss per unit length distribution for 12 GeV protons passing through several silicon  thicknesses. 

To better understand the Δp dependence from the thickness of crossed silicon, in Figure 7.16(b) are shown 

the fits obtained from several distributions of the energy loss per unit length of crossed silicon. The 

position of the peak of the normalized distributions tends to increase with the silicon thickness, while the 

distribution broadens for thinner layers. In fact, for small values of k, the Landau width wL is proportional 

to the thickness while the width of the convolution Gaussian δ2 is proportional to √(thickness). 

In Figure 7.17 the Δp/x as a function of the silicon thickness for respectively 12 GeV protons and 100 MeV 

electrons is plotted. The circles represent the measured values Δp/x with their error bars coming from the 

peak error of the energy loss fit, while the line represents a logarithmic fit performed on these data 

according the Eq. (2.19). A very good agreement could be observed in all the studied range (5.6 to 120 

μm). 

 
 

 

Figure 7.17 Energy loss for (a) 12 GeV protons and (b) 100 MeV electrons passing through several silicon thickness  

In Table 2 we compare the results for specific values of silicon thickness with  theoretical predictions and 

other experimental measurements. The data obtained with the grazing angle method, using 12 GeV proton 
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(βγ = 12.3), are compared with experimental data reported in [7.13] obtained using pions having a βγ equal 

to 14, and with theoretical data reported in [7.14] obtained by the convolution method for highly 

relativistic particles. 

 

Table 7.2. Comparison between our results obtained with 12 GeV protons and other experimental and theoretical results.  

x [μm] 32 51 100 
    

Δp [keV] this work 7.04 11.81 24.75 

Δp [keV] theoretical [7.14] 7.092 11.840 25.283 

Δp [keV] experimental [7.13] 6.91 11.79 25.96 

Δp/x [e-h/μm] this work 60 63 67 
    

w [keV] this work 4.98 7.22 13.17 

w [keV] theoretical [7.14] 5.172 7.201 12.929 

w [keV] experimental [7.13] 5.26 7.25 13.29 
    

σnoise [keV] this work 0.14 0.16 0.23 

σnoise [keV] experimental [7.13] 0.78 0.73 2.0 

 

The general observation is that the results obtained through the grazing angle method closely follow the 

experimental data and agree with the predicted values within the experimental errors. The small Gaussian 

error σnoise due to the electronic and sensor characteristics allows a precision in the experimental 

measurements significantly better than the other methods. 

7.1.4 Grazing angle method for spatial resolution measurements 

To measure the intrinsic spatial resolution of silicon pixel sensor is usually a non trivial task, especially if 

small pixel sizes are involved and hence the multiple scattering may be the limiting factor. In this 

paragraph we outline a new measurement method to put upper limits to the intrinsic spatial resolution of a 

silicon pixel device. The method relies on the capability of the device, hit by a charged particle incoming 

at a grazing angle, to record the passage of the track over several tens or hundreds of pixels. The track will 

then be fitted and the residuals of the fit will give an estimate of the intrinsic spatial resolution.  

The lower limit on the achievable spatial resolution, in case of binary read-out  and signal collected by just 

one pixel, is given by: 

12/1 sizepixel         (7.12) 

To obtain a lower spatial resolution, the information on the signal collected by each pixel has then been 

used (analog read-out) to better reconstruct the impact position of the charged particle on the pixel, either 

via the Center of Gravity method than with more sophisticated algorithms. 

The extraction of the sensor intrinsic spatial resolution using the telescope method, presents several 

difficulties, especially if a resolution of the order of ~ μm or less is expected (less than 10 μm pixel size).  

Just to name the most important factors to be taken into account: 

 multiple scattering of single charged particle; 
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 intrinsic spatial resolution of the telescope points; 

 telescope particle finding efficiency; 

 telescope geometrical acceptance; 

 enough valid triggers (possibly millions) to align the DUT and the telescope to correct, within 

small errors, for offsets and relative angles. 

The general expression for the width of the residual distribution is: 

2222

Re TelescopeScatteringMultipleIntrinsicsidual        (7.13) 

The minimization of the multiple scattering term has a direct consequence on the type and energy of the 

beam to be used. Charged particle beams with hundreds GeV momentum are needed, but they are 

available just in few places in the world, and the beam intensity reduces with the beam momentum. To 

minimize the telescope term instead, detectors with small intrinsic spatial resolution, and a long lever arm 

are needed. The last requirement will however reduce the solid angle acceptance and hence the trigger 

rate, while the precision of the predicted position should be at least of the same order of magnitude of the 

one measured by the DUT. 

In this work we have used a method based on grazing angle charged particles to reduce the multiple 

scattering effects, to use medium momentum beams (from 100 to 500 MeV electrons) and to avoid the use 

of a telescope with all the associated analysis complications. 

Let’s now discuss the relation between the track position in our setup and the intrinsic spatial resolution of 

the sensor, considering a 3x3 pixels submatrix. The intrinsic spatial resolution is usually measured from 

the response of the 9 pixels to a track perpendicular to the sensor surface, passing inside the central pixel. 

The signals collected by the different photodiodes hence depends on the position of the incident particle on 

the pixel surface and on the charge generation along the track.  
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Figure 7.18 (a) Single track recorded by a sensor with superimposed a linear fit. (b) Dependence of σ from the number of points used in 
the fit, when the track length remain constant (140 pixels in this case). 

If we switch to our setup, due to the limited thickness of the sensitive region, it is possible to consider each 

pixel as a parallelepiped, with the three edges roughly of the same dimensions. Hence if we have tracks 

almost parallel to one of the coordinates (row or column) the track will cross each sensitive volume 

approximately at the same depth (see Figure 7.2) and at the same position along the other matrix 

coordinate (column or row). So the same charge sharing mechanism will be working. It is then possible to 

obtain, for each coordinate (pixel) along the track direction, the measured coordinate in the other axis, 

using the Center of Gravity. The track could then be described using the Eq. (7.14), where yi and xi are 

respectively the column and row coordinates of each track point and εi collects all the possible error 

sources. For each track it is then possible to apply a linear fit to extract its parameters and the 

corresponding errors (Figure 7.18(a)). 

iii BAxy          (7.14) 

The errors on the fit parameters, on the hypothesis that all the errors on the yi measurements belongs to the 

same distribution, are linked to the average variance of the set of track points by the relations: 

   NBAxy ii /
22        (7.15) 

The variance of the set of the track points sums up several potential contributions, among which: the 

intrinsic resolution of the sensor, the multiple scattering effects, the number of track points. 

2222

FitScatteringMultipleIntrinsic         (7.16) 

The term due to the fit uncertainty in principle should decrease with the number of points used, while the 

multiple scattering term should increase with the number of points, due to the thicker material crossed by 

the particle. The intrinsic resolution term will also depend on the number of points because of the different 

charge collection efficiency at different generation depths, even if it not so clear in principle how the 
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dependence will go. We could expect a minimum in σ as a function of the number of points used to define 

the track.  

  

Figure 7.19 (a) Evolution of the σ for a single track as a function of the number of pixels used.  (b) Evolution of the σ for a set of tracks 

of 140 pixel length, as a function of the number of pixels used for the fit; the first pixel is the pixel on the sensor surfa ce. 

Let’s now discuss the importance of the fit uncertainty. We are using a typical track of 140  pixel length to 

discuss how σ varies if we use a different number of points for the fit. The thickness of the silicon 

traversed by the particle will remain the same, to allow the same multiple scattering effect, while the 

number of points to be used in the fit will vary from the total number of pixels to just a fraction, taking 

care of using always the first and last points of the track. In Figure 7.18(b) is shown the variation of σ. If 

we choose a number of points greater than 20-30,there is essentially no dependence on the number of 

points used for the fit, being the variation of the fit results quite small. 

  

Figure 7.20 (a) Evolution of s as a function of used track length with (blue stars) and without (red triangle)  multiple scattering 

contributions. (b) σ evolution for 4 sets of track having different length after subtraction of multiple scattering effects. 

Concerning the multiple scattering issue, using a set of 140 points track we have built the distribution of 

the σ as a function of the track length starting from the first 5 pixels near the sensor surface, and extending 

the track inside the silicon bulk up to the entire track length (Figure 7.19(a)). The presence of the 
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minimum suggest to use for the analysis only the pixels in the range 10-60, to avoid the region too close to 

the surface, and to choose the maximum charge collection efficiency region. In Figure 7.19(b) is shown 

the superimposition of the σ evolution of several tracks having the same length  There is a trend toward 

the stabilization of the σ and the reduction of its spread as the number of pixels used increase. 

Now we can subtract the multiple scattering contribution for each track length to evaluate the upper limit 

of the intrinsic spatial resolution of the sensor; in Figure 7.20(a) is shown the evolution of the σ with (blue 

stars) and without (red triangles) the multiple scattering contribution. The flattening of the curve at higher 

thicknesses of crossed silicon is an index that most of the effects have been removed.  

In Figure 7.20(b) is shown the σ evolution after the multiple scattering subtraction for 4 sets of track with 

different length (140, 150, 175 and 180). The evolutions superimpose well demonstrating that the results 

do not depend on the specific set of tracks used. 

 

Figure 7.22 Distribution of the s after subtraction of multiple scattering effects. 

In Figure 7.22 is finally shown the distribution of the σ after the correction for multiple scattering effects; 

the superimposed Gaussian fit allows to find the estimated intrinsic spatial resolution of the sensor which 

reads 0.187 ± 0.011 pixel unit, value which for the MT9V011 sensors means an upper limits to the 

intrinsic spatial resolution measurement of 1.04 ± 0.06 μm. 
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Conclusion 

This PhD work has been focused on the characterization of several classes of pixel detectors and on their 

use for precision measurements. Several classes of pixel detectors have been successfully tested, 

demonstrating their capability of detecting charged particles and x-rays, even if some where not designed 

for this purposes (the Micron CMOS imagers). For all detectors a complete characterization has been 

carried out: noise analysis, calibration with fluorescence x-rays, charged particles response. An extensive 

analysis of the SNR, spatial resolution and charge collection efficiency have been carried out exploring, 

from the statistical point of view, the implications of different analysis procedures.  

The CMS Hybrid Pixel Detectors have been tested using the standard test and calibration  procedures and 

algorithms to extract the calibration parameters necessary to successfully operate them. A functional test 

setup has then been implemented and will be used to qualify all the pixel  barrel modules needed for the 

upgrade of the CMS Pixel Detector after the coming long shut down  of LHC.  

The possibility to use MAPS detectors fabricated with a standard CMOS process for implementing  a high 

precision system for charged particle detection has been studied using a prototype detector RAPS03 

realized in a non epitaxial CMOS technology. This monolithic pixel detector allows a very precise 

determination of the spatial position of the charged particle, and the integrated  read-out electronic on the 

same substrate of the sensitive volume allows a reasonable SNR even if the sensitive thickness is much 

reduced respect to the standard Hybrid Pixel Detectors. The measured experimental performances show a 

remarkable intrinsic spatial resolution for MIP (order of 1 micrometer), needed for a subsequent good 

pattern recognition, required in most of the future tracking applications. There are further studies needed, 

like the radiation damage and the acquisition rates for large systems, but the achieved results are 

promising.  

Commercial CMOS imagers from Aptina Technology, based on the epitaxial layer technology have been  

studied as ionizing radiation detectors. Some remarkable results have been obtained: SNR ≥ 30, efficiency 

close to 100% with very small fake hit probability, small pixel occupancy (∼ 5). The soft x-ray detection 

is also very good with energy resolution (∼ 4%) and sensitivity (≥ 1 keV). We conclude that commercial 

imagers could be a very interesting option to be considered at least for some applications where the 

radiation damage or the read-out speed are not crucial. 
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The last prototype sensor studied is RAPS04, a stack of two MAPS layers, connected via the 130 nm 3D-

IC Chartered/Tezzaron technology. The detector concept has been simulated and, despite several problems 

to obtain the chip from the foundry, some characterization has been obtained.  

The importance of redundant interconnection schemes between the two layers has been recognized after 

the misalignment in the superposition of the two layers. Both tiers are fully functional: different test 

structures  and matrix structures have been characterized. Clear coincidence responses between bottom 

and top matrices have been obtained with laser stimuli and 3 MeV protons; an x-y misalignment between 

top and bottom tiers between 10 µm and 20 µm (depending on the direction) has been estimated. By 

means of 3 MeV protons has been possible to estimate the thickness of the sensitive area and the SNR 

expected from a MIP.  Encouraging results have been found, fostering the suitability of the adopted 3D-IC 

vertical scale fabrication technology and of the proposed approach for particle tracking applications. Using 

these silicon pixel detectors precision measurements of the interaction between radiation and matter  have 

been performed. An innovative method, with the sensor parallel to the particles beam, has been  developed 

and tested in order to characterize the MAPS and, more generally, silicon pixel detectors.  The method has 

been used to study in detail the charge collection efficiency profile, the energy loss of  charged particles in 

silicon and the mechanism of charge carriers diffusion in silicon.  

Very encouraging results have also been obtained on the intrinsic spatial resolution characterization. The 

grazing angle method allows to extract that value using medium energy charged particle beams, instead of 

the high energy beams available in few places in  the world. A micrometer resolution with the MT9V011 

sensors disposed edgeways to the beam has been measured. This result, if validated by a measure in the 

conventional telescope arrangement, would be a state of the art resolution limit for the solid state detector 

to be used for the particle tracking.  

Finally the most important conclusion of this work is that indeed the pixels sensor concept is a powerful 

tool to perform precision measurement, even of very basic physics phenomena like ionization 

mechanisms, while a valuable  collateral result is the amount of test infrastructures and procedures 

developed, that will be very useful in future investigations. 


