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Abstract

The goal of our research is the development of novel concepts and tools for the precise
evaluation of the ionization track structure, induced by charged particles traversing a sparse
gaseous medium. The nanodosimeter is based on counting single radiation-induced ions
formed within small volumes of low density gas simulating condensed matter of million times
smaller dimensions; it enables, for the first time, an experimental evaluation of ionization
patterns in condensed matter on nanometer dimensions, based on precise measurements in an
expanded gas model. These measurements are relevant for the understanding of radiation
damage to tissue, at DNA dimensions.

Within this work we have designed, constructed and tested two nanodosimeters. The
nanodosimeters were mounted at accelerator beams (both at the Weizmann institute of
Science and at the Loma Linda University-Medical Center in California) and used for
measuring the ionization clusters induced by radiation fields spanning 4 orders of magnitude
in average ionization density (LET values of 0.4 keV/um to 700 keV/um). Up to an LET
value of 26 keV/um, we have reliably measured cluster size distributions in conditions
equivalent to the irradiation of DNA in vitro. The measured ion cluster size distributions were
validated by extensive simulations of primary and secondary interactions in the gas, ion
transport and counting.

To complement these measurements, the final effect of radiation on DNA was also
quantified by irradiating plasmid DNA. We have measured the formation of single and double
strand breaks, as well as clustered lesions containing a combination of strand breaks and base
damages, in irradiated DNA.

While both types of measurements yield important data to their respective fields, it is only
through a correlation of both measurements, that it is possible to model the phenomena of
radiation-induced mutagenesis and cell death, which are induced by large ionization clusters.
In this project, we present a basic model, which predicts the measured yields of clustered
DNA lesions, based on cluster size distributions within a gas model, measured under
equivalent conditions. To the best of our knowledge, this is the first time that such a
comparison between the physical energy deposition and the biological endpoints, becomes
possible.






Chapter 1 :

Introduction

1.1 Motivation

Shortly after the discovery of radiation in 1896, it was found to cause adverse effects in
living tissue [1]. The most sensitive target for these effects is naturally the DNA — the
“blueprint of life”. Lesions in DNA interfere with its replication and transcription and if left
unrepaired can cause mutation, malfunction, and cell death. These deleterious effects are
usually prevented by DNA repair mechanisms, which identify the lesion, remove it and
restore the original DNA sequence. In the case of ionizing radiation however, the enzymatic
repair mechanisms cannot cope with the clustered nature of the lesions, resulting in
modification of the organism’s genetic code. The complexity of DNA damage, relating
directly to its reparability, can be traced back to the complexity of the ionization track
structure. In order to describe the types of damage to be expected in cellular DNA, it is
necessary to identify not only the radicals involved and their reactions, but also, since they
will react close to their position of formation, their initial spacing relative to each other [2].
Indeed figure 1.1a demonstrates the high correlation of ionization events caused by a-
particles in a Wilson cloud chamber; the energy deposits formed by a single particle are
localized along a thin line. A further magnification of this line shows that the ionizations are
clustered on a micron and sub-micron scale. Particularly important are correlated energy
depositions on a few-nanometer scale, corresponding to short DNA segments of up to 20
base-pairs (bp).

The goal of this research is the development of novel tools for the precise study of the
ionization track structure, induced by charged particles traversing a sparse gaseous medium,
simulating short segments of DNA. Such measurements can then be correlated, using a
biophysical model, to direct measurements of DNA lesion-clusters in irradiated DNA.

Eoo= 5.0 MeV

N
o, Vs, :

—
500 nm

Figure 1.1: a) A cloud chamber image of a-particles induced by Radium. This is the first time
that the highly localized energy deposition of ionizing radiation was observed. Photo reproduced from
CRT Wilson [3]. © 1912 The Royal Society, © 2003 JSTOR. b) A short segment of a 5 MeV Proton track,
measured with the OPAC detector (see §2.3.1 below). Note the clustering of the ionizations within the
track segment and the &-electron track.

The nanodosimeter (ND) developed within this project, is based on counting single
radiation-induced ions in a gas volume simulating condensed matter. It enables, for the first
time, the modeling of the interaction of radiation with condensed mater on a nanometer



scale; this is relevant for the understanding of radiation damage to tissue, at the DNA scale
and possibly to nanoelectronic devices.

Compared to other microdosimetric techniques (see §2.2-2.3), the ion counting
nanodosimeter presents a much smaller sensitive volume (comparable to a short segment of
DNA) and higher sensitivity to single ionization events within this volume. It is free of the
most common type of secondary effects — due to radiation interaction with the detector walls.
Due to the free choice of operating gas, it is also much more versatile than other devices.

The ion counting nanodosimeter provides a significant step forward in the field of
radiation physics. It provides new, previously inaccessible, information on the nanometer-
scale fluctuations in the track structure of ionizing radiation. The nanodosimetric
measurements can be correlated with precise measurements of the effects of radiation on
DNA. This correlation, through a biophysical model, enables for the first time the prediction
of radiation effects in nanometer-sized biological systems.

In the field of radiation monitoring and protection, a nanodosimeter accompanied by such
a model may be used for quantifying the “lethality” of known and unknown radiation
environments (e.g. in space). In the field of radiation medicine it can be used for quantifying
the “lethality” of a therapeutic ion beam both to the tumor and the surrounding tissue,
enabling better optimization of radiation therapy protocols.

1.2 Overview of the project

Within this work, an ion counting nanodosimeter (ND) was designed (based on a
prototype by Dr. Shchemelinin) and two ND systems were constructed at the WIS machine
shop and characterized by Mr. Garty and Dr. Shchemelinin. The front end electronics as well
as the data acquisition system were designed by Dr. Bashkirov of LLUMC, while the offline
analysis software was written by Mr. Garty.

The NDs were mounted at three accelerators (at the Pelletron and Van de Graaff
accelerators at the Weizmann institute of science (WIS) as well as at the proton synchrotron at
the Loma Linda university-medical center - LLUMC) and ionization clustering measurements
were performed over a wide range of radiation fields, spanning 4 orders of magnitude in
specific ionization (LET values between 0.4 and 600 keV/um). In parallel, we have
performed radiobiological measurements of the effects of the same radiation fields on DNA,
irradiated in vitro. The results of both types of experiments enabled the development of a
biophysical model predicting the yield of clustered lesions formed in DNA, based on the
ionization clustering measurements using the ND.

Throughout this work, extensive use has been made of dedicated Monte-Carlo (MC)
simulations to assess the ND performance. We have written and employed extensive MC
simulation codes; they permitted simulating the expected ionization patterns, on the basis of
primary and secondary interactions, ion transport and counting in the nanodosimeter and the
properties of its data acquisition (DAQ) system. In particular, we have employed the track
structure code developed by Dr. Grosswendt (of PTB) which was modified by him, in close
cooperation with Mr. Garty, Mrs Assaf and Dr. Shchemelinin, to better model the ND. All
track structure simulations shown here were performed by Mrs. Assaf as part of her M.Sc.
dissertation. This code is described in detail in Appendix A. We also used the ion drift code
developed by Dr. Shchemelinin within this work, for evaluation of the ND’s sensitive volume
dimensions. The other MC codes used in this work were all written by Mr. Garty.

After a brief theoretical background (§2), the ND construction and characterization are
described in detail (§3-§4), including the results of accelerator-based nanodosimetric
experiments, utilizing pencil beams of protons and carbon nuclei, carried out at the WIS
Pelletron accelerator. These measurements were vital for the characterization of the
nanodosimeter, under well defined conditions and as a preparation for the, biologically



relevant, broad-beam experiments described in §5. The latter are the more important ones, as
they model the conditions in which the DNA is irradiated. Although, the results of broad-
beam irradiations of the ND are the only ones which we have used in the biophysical model,
we would not have been able to reliably measure them without a thorough study of the narrow
beam irradiations.

The methodology and results of radiobiological experiments designed to measure the
formation of lesion clusters in DNA irradiated in-vitro are described in §6. These
measurements were based on those proposed by Dr. Milligan of UCSD. The low LET
measurements at LLUMC were conducted by Dr Milligan and Dr. Bashkirov. The high LET
measurements at WIS were performed and analyzed by Dr. Leloup, Mr. Garty, Mrs. Assaf
and Mrs. Cristovao (a visitor in our group). The irradiation setup used at WIS was designed
by Mr. Garty based on the one Built by Dr. Bashkirov at LLUMC.

In these measurements we have used purified plasmid DNA as a radiation target. The
DNA was irradiated by charged particles and y-rays, spanning an LET range of two orders of
magnitude (0.2 to 26 keV/um). We have chosen to use plasmid DNA as our target system as
it allows us to control the presence of enzymatic repair mechanisms. By eliminating repair,
we can quantify the initial radiation effects in irradiated DNA; these can be compared to the
nanodosimetric measurements. By allowing only certain damages to be repaired, we can
probe for specific classes of lesions, such as lesion clusters.

These experiments demonstrated a clear dependence between the lesion yields and
ionization density. On the macroscopic scale (LET) we have seen a complex dependence of
the clustered-lesion yields on LET, due to radical recombination effects leading to a decrease
in damage yields with rising LET. On the nanometer scale, on the other hand, we have seen
an increase in the yield of clustered-lesions with ionization density (for radiation fields having
the same or almost the same LET).

Based on the nanodosimetric measurements Mr. Garty, in cooperation with Dr. Schulte (of
LLUMC) developed a basic biophysical model, for predicting the results of the
radiobiological measurements. Such a model (described in §7) permits “calibrating” the
newly developed ND in terms of biologically-relevant damage yields. The model details were
based on the biological system we have studied. Although the model predicts the general
trends observed in the radiobiological measurements, we have seen that it is too simplistic to
predict their results accurately. A more complex biophysical model, based also on
microdosimetric data and on (known) radical diffusion and reaction mechanisms, is required
for more accurate prediction of radiation damage effects in DNA.






Chapter 2 :
Theoretical background

This work deals with the application of the study of radiation interactions with a gaseous
medium to the problem of the interaction of radiation with condensed matter, in particular
DNA. We start with a brief introduction to the theory of the interaction of charged particles
with matter. A full theoretical [4] and application-related [5] analysis is given elsewhere. We
will then describe the implications of this theory on DNA and (briefly) on microelectronic
devices.

Separate sub-sections will describe the current use of gaseous detectors for modeling
biological systems (microdosimetry) (§2.2) and the theory of the operation of our
nanodosimeter (§2.3.2).

2.1 Interaction of radiation with matter

A fast (but not ultra-relativistic), charged particle, traversing matter, interacts primarily via
the electromagnetic interaction, causing excitations and ionizations along its path. The
particle’s energy loss can be calculated within the framework of relativistic quantum
mechanics, giving the Bethe-Bloch equation [4, 5]:
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where the additional terms within the curly brackets (C/Z and &(p)) take into account
electron shell or density-related effects [6], additional relativistic effects may also be added
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[4, 7]. Here K = = 0.154 MeV g'] em’s Z, A, p and [ are the medium parameters
(atomic number, atomic mass, density and average ionization potential, respectively). The
parameter z, is the projectile’s charge state, £ is its velocity; m, is the electron mass, ¢ the
velocity of light and NV, the Avogadro number.

Note that the only medium-related parameters in this formula are the electron density,
Zp/A, and the average ionization potential, /. In effect the projectile is traversing a (nearly)
free-electron gas.

The parameter E), is the maximal allowable energy transfer between the projectile and the
electron emitted in an ionization event. It is found from relativistic two-body kinematics (e.g.
§1.5 of [8]) as
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The probability of generating an electron of energy £ (within a track segment of length /)
is given roughly by the first term in (2.1) [5]:
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with a cutoff at £=FE),(a more accurate expression as well as discussion are given in [9]).
Typical electron range distributions, generated by our MC code (see Appendix A) are given in
figure 2.1.
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Figure 2.1: Simulated proton-induced 5-electron range distributions. The relative probability
for a d-electron of given range to be generated by a 1 MeV proton (solid line) or by a 20 MeV proton
(dashed line) in water. The electron energy distributions were calculated as described in Appendix A.
They were converted to electron ranges using the formula given in §2.5 of [5].

As can be seen, while most ionization electrons, generated by the projectile will have
energy below the ionization threshold of the medium (typically 10 eV), there is a finite
probability of generating higher energy electrons. Such electrons, termed d-electrons, will
create further ionizations in the medium and transport energy away from the main track.

The track structure of a charged particle can be envisioned as being composed of a central
region, consisting of a very thin straight line, containing the primary ionizations, surrounded
by a far reaching halo of d-electron mediated ionizations.

A simulated image of a short segment of a proton track, with its 6-electrons, is given in
figure 2.2. In 2.2a, the segment is condensed along its axis (z) to demonstrate its extent lateral
to z. When viewed on the scale of a cell nucleus (typically 3um diameter - figure 2.2b) the
track appears uniform (see also figure 1.1a), a closer look (figure 2.2c) reveals the inherent
clustering in the track structure. The consequence of this is that when studying radiation
effects on the cell as a whole (microdosimetry), the radiation can be envisioned as a field of
“uniform rays”. When looking at the DNA scale, on the other hand, this approximation breaks
down and we see a stochastic distribution of ionization clusters. It no longer makes sense to
characterize the radiation quality in terms of average ionization density along the track.

211 Radiation damage to DNA

Radiation damage to DNA occurs via two pathways. About 35% of the damage
(depending on the cellular chemistry [2] and slightly on LET [10]), is induced by direct
ionization of the DNA. This is termed “direct damage”. The remaining 65% are due to the
radiolysis of water molecules and formation of reactive species (termed “indirect damage”).

In the case of indirect damage, following the initial energy deposition (on a sub-
picosecond time scale), the projectile’s track consists of free electrons and H,O" ions, which
will dissociate into a H" ion and a OH" radical. The free electron will be captured by an H™ ion



to produce an H" radical, or by a water molecule to form an H,O™ ion, which will dissociate to
a H' radical and a OH ion [6].

At a time of about 10 psec, after the passage of the projectile, the track will consist of H*
and OH" radicals and (relatively inert) solvated electrons ¢, [11] (the H and OH’ ions can be
ignored as they occur naturally in water at a concentration of ~1/um’; any excess of such ions
will disappear by recombination). Roots and Okada [12] have shown that the radical-induced
component of the DNA damage can be attributed primarily to the OH" radical.
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Figure 2.2: A simulated track of a 20 MeV
proton. a) A 150 um long segment. Note that the y
and z axes have been expanded for clarity. b) A
segment of 3um (equivalent to a typical diameter of
a cell nucleus). On this scale the radiation track can
be reliably characterized in terms of average dE/dx
values. ¢) On a nanometer scale this is obviously no
longer true. A short DNA segment is shown for
reference, at the same scale. The extents of z in b
and c are marked in a and b respectively.

At longer time scales (up to nanoseconds), the radicals diffuse away from the track (if they
have not recombined with each other) and react with any molecules which may be present. In
the case of tissue this may be proteins, DNA or various radical scavenger molecules (present
in the cellular environment to prevent radicals induced by metabolism to damage the DNA).
They are already too sparse to recombine with each other. The characteristic diffusion length,
before being scavenged, in a cellular environment is a few nm [2], but depends strongly on
the (local) cellular chemistry. Only a small fraction of radicals which are not scavenged, and
which can diffuse to the DNA molecule will indeed cause damage.

The typical types of damages (caused equally well by direct ionization or by reactive
species) are shown in figure 2.3:

Single strand break (SSB): A radical reacts with the sugar-phosphate backbone of the
DNA, severing it. This type of damage is rather easy to repair, as the opposite DNA strand
remains intact. A /igase enzyme simply reconnects the severed link.

Single base damage (BD): A radical attacks one of the bases of the DNA, altering it
chemically. In repair proficient cells, there exist specific base excision enzymes, which can
recognize specific types of such lesions and remove the damaged base, forming a “temporary



empty space”. The missing base is then inserted by a DNA polymerase and the DNA is again
intact.

Double strand break (DSB): In some cases two correlated lesions (induced by the same
track) may attack the same short segment of DNA. In such a case a DSB may be formed if
both radicals induce SSBs on opposite strands of the DNA (within a short distance of each
other). This is denoted a “frank DSB”. Alternatively, one or both radicals may induce a base
damage. During the repair process, the base damage is converted to a strand break. The two
SSBs then become an “induced DSB”. The repair of such clustered damages is more
complicated and generally error prone [13].
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Figure 2.3: Artist view of damage to DNA: a) a short (intact) DNA segment. b) A short DNA
segment with a single strand break (SSB). ¢) A short DNA segment with a base lesion
(Thymine=» Thymine glycol) — Note the slight distortion of the sugar-phosphate backbone. d) a double
strand break formed by the repair of the lesion in ¢ and a direct SSB between A and C in the left hand
strand.
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21.1.1 Relevance of clustered lesions

Of course, more complex damage may occur as a result of more lesions formed within the
same short DNA segment. Indeed, the main characteristic of radiation-induced damage is its
inherent clustering. Due to the short range (lifetime) of the radicals, most damages are formed
within a few to a few tens of nm away from the track. Therefore, while ~3 10° non-correlated
SSBs (caused by a chemical agent for example) are required on average to kill a cell, the
typical lethal dose for ionizing radiation is ~1000 SSBs/cell [14].

As noted above, a great deal of DNA damage is also created as a side product of normal
cell metabolism [15], the cell must therefore contain elaborate mechanisms to repair damaged
DNA (or in some cases to kill the cell [16]). Such mechanisms (described in great detail in
[17]) usually consist of enzymatic “proofreading” of the DNA double helix, identifying
mismatched pairs (or distorted molecules). Single damaged bases may be excised and
replaced using the base excision repair (BER) pathway. Larger damages consisting of several
lesions on the same strand are typically repaired using nucleotide excision repair (NER)
whereas a short segment of DNA (typically about 7 bases) is excised and replaced by “fresh
bases”, relying on the information present in the complimentary DNA strand. These
mechanisms are rather efficient at repairing isolated damages however they cannot cope with
lesion clusters. Small damage clusters (a few close damages) are usually repaired using a low-
fidelity DNA polymerase (such as poly in humans [13], having 95% accuracy, compared to
the ppm accuracy of the regular polymerase [17]). This low fidelity polymerase can insert (by
force) short DNA segments opposite a damaged DNA strand, regardless of the degree of
matching with the second strand; naturally this will lead to some corruption of the data stored
within the DNA.

Larger damage clusters are typically repaired using a recombination mechanism, whereas a
DNA segment from elsewhere in the genome is copied onto the damaged region. The latter



mechanism may induce large genetic alterations due to the exchange of DNA from one region
of the genome to another, effecting gene expression and, in some cases, cell survival [18].
These two repair mechanisms (recombination and low-fidelity NER) are (probably)
responsible for evolution.

2.1.2 Interaction of radiation with microelectronic devices

Micron and sub micron electronic devices are also susceptible to radiation damage. In fact
such devices are often present in high radiation environments, far above the exposures
typically encountered by any biological system. Particularly important are the intense
radiation fields present in high-energy physics experiments (e.g. [19]), and in space [20]. For
example, the central tracking system in the ATLAS detector is expected to receive a dose of
10° -107 Gy in the first year of operation (the typical dose required to kill a cancerous tumor
using proton therapy is about 1 Gy).

Similar to biological matter, following the passage of an ionizing projectile, its track will
consist of many Frenkel defect pairs [21] (analogous to free radicals) consisting of a
displaced atom and the vacancy left by it. Both entities are extremely mobile and tend to
aggregate at and react with lattice impurities. These damage clusters are electronically active,
namely they act as dopants, being a source (or a trap) for carriers, resulting in accumulated
crystalline damage and leading to a degradation of the material properties (carrier mobilities,
resistivities etc.) and thus device performance.

Similar to DNA, exposed to radiation, a corruption of stored information can also occur in
semiconductor devices. Such devices store information as charge on a capacitor, and it is easy
to see how an ionizing particle traversing this device, depositing charges in it, may induce
data corruption (“Single Event Upset”’-SEU), or cause the device to stop functioning (“Single
Event Latchup” - SEL) [22, 23]:

An SEU occurs when a single projectile deposits charge into a sensitive node of a bi-stable
storage element, assuming this charge exceeds the critical charge required to change the logic
state. This type of event is non-destructive and may be corrected by “rewriting” the changed
bit. This type of correction requires the circuit to be designed in such a way that single bit-
flips can be easily and rapidly identified and corrected.

An SEL is a more serious and destructive occurrence. In certain cases (particularly in bulk
CMOS structures), there exist (parasitic) lateral bipolar transistors. If current is injected into
such a structure these transistors become conducting and remain conducting through positive
feedback. Such an occurrence may result in high currents passing through the component.
Occasionally, it is possible to correct an SEL by powering down the device. In other cases an
SEL may lead to irreversible damage to the crystal lattice, effectively destroying the device.

Contrary to biological systems, microelectronic and nanoelectronic devices have no
inherent error correction and rely on appropriate fault-tolerant design and online correction
algorithms to continue functioning in a high intensity radiation environment.

A more detailed analysis, relating to radiation effects in specific electronic devices appears
in [21].

2.2 Current dosimetric techniques

The field of dosimetry is concerned with the quantification of the amount of energy (per
unit mass) deposited in a given medium by ionizing radiation. More generally “dosimetry”
can also refer to the assessment of any other aspect of the interaction of radiation with matter.
In this work we are concerned with the dosimetry applied to the interaction of radiation with
biological matter and the quantification of the biological effects of ionizing radiation. As
opposed to the thriving field of “Microdosimetry”, dealing with the modeling of radiation
interactions with cellular targets, “Nanodosimetry”, described in detail in this work, deals



with the study of radiation interactions with nanometer scale targets such as short DNA
segments.

Dosimetry in general and microdosimetry in particular rely on the entire arsenal of nuclear
physics techniques, from gas based detectors, through liquid bubble chamber-like techniques
to advanced solid-state devices. Several samples are described below.

221 Solid-state dosimetry

Quantitative dosimetric techniques typically record the change in physical properties of a
material - formation of color centers in radiochromic film [24], breaking or formation of
polymer bonds in track-etch detectors [25] or thermoluminescence (§1.5.6.3. of [21]).

Thermoluminescent detectors (TLDs) for example consist of a crystal (e.g. LiF, CaF, or
ALOs) activated by a small addition of rare-earth or transition metals. During radiation
exposure, traps are filled by the electron and holes formed in the radiation track. Light is
emitted when the crystal is heated and the electrons and holes recombine. Such devices are
extremely useful for quantification of the absorbed dose in radiation protection and
monitoring. They are sensitive to a large dynamic range of doses (10°-10* Gy) and may be
reused after heating.

These devices typically have very low spatial resolution (few microns for films and track
etch detectors, few mm for TLDs) but high sensitivity, making them useful for radiation
protection and are therefore good for radiation monitoring in a known radiation environment.
They usually do not allow for a real time measurements or for track structure studies

222 Solid-state based microdosimetric techniques

Naturally, such resolutions, as well as the complicated readout of such detectors are not
very useful for microdosimetry. Microdosimetric detectors are required to work at high rates
and to give a real-time quantification of the radiation field (as opposed for 24 hour
development time required by some radiochromic films for example). Solid-state based
microdosimetric detectors rely primarily on silicon or CVD diamond techniques and rarely on
germanium or GaAs technology [26], as the high Z of the latter two (>30) prevents their use
as a reasonable model for the interaction of radiation with carbon/nitrogen/oxygen-based
tissue (Z=6-8).

Semiconductor detectors are naturally micron sized, giving a good measure of the energy
deposition spectrum in a micron sized target; they are also much more sensitive to small
energy deposits, due to the small band-gap, resulting in a 10 times smaller ionization potential
compared to gas detectors, described below.
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Silicone-based dosimeters typically consist of a properly biased PIN (Positive-Intrinsic-
Negative) diode. Radiation-induced electron-hole pairs are formed primarily in the intrinsic
region of the diode (due to its much larger volume, compared to the doped regions) the
drifting charge result in a current pulse which can be easily detected using standard
electronics.

CVD based detectors [27-29] consist of a thin diamond film sandwiched between metal
electrodes forming an ionization chamber. The principle of operation is similar to that of a
PIN diode. Diamond films are particularly useful for radiation studies due to their radiation
hardness and similar Z to that of tissue [28].

However these devices are still too big for nanodosimetry. Solid-state devices can only be
made with micron sized sensitive volumes, limited by the size of the required electrical
connections. Even micron-scale devices may not be practical as they tend to be prone to
radiation damage, resulting in a deterioration of the detector response with time. This is
naturally more serious for the smaller, more sensitive devices [29].

An extensive review of semiconductor-based dosimeters appears in [26, 29].

223 Using gas to model condensed matter

As noted above, In order to characterize the severity of damage, expected in irradiated
DNA, it is necessary to identify the nanometric track structure. Currently track structure
parameters in condensed matter cannot be directly measured at the required resolution; they
can only be simulated [10, 30] or measured using gas models such as the tissue equivalent
proportional chamber (TEPC) [31] which is the workhorse of radiation dosimetry.

In the TEPC, the experimental determination of the distributions of deposited energy in
microscopic volumes of condensed matter (e.g. tissue) is done by replacing these small
volumes with much larger cavities filled with tissue-equivalent gas (TEG is a gas which has
the same elemental composition as “various kinds” of tissue) [32, 33]. These gas models
typically have densities of 10 - 10 g/cm’; they are valid if [34]:

(1) the interaction mechanisms of ionizing radiation in the counter gas are similar
to those in cell material or, at least, in liquid water,

(i1) the interaction cross sections and the number or kind of the most important
energy loss channels are independent of gas density, and

(iii) the particle tracks are not noticeably disturbed by any component of the
measuring device.

The first of these three requirements is the most critical one since it is hardly conceivable
that gaseous systems, well suited for proportional counter experiments, show the same
mechanisms of radiation interaction as sub-cellular material. In this respect, one should keep
in mind that even the radiation interaction in water vapor is quite different from that in liquid
water, as extensively discussed in [35]. This argument is generally true as far as excitation
processes are concerned, but it is generally not true from the point of view of ionization
cluster size formation. This is because the energy distribution of secondary electrons, set in
motion by impact ionization, does not strongly depend on the type of target molecule (see
[34] as well as eq. 2.3 above). The use of gas-filled counters for the above purpose is
reasonable since the measurements could be traced back to primary interaction processes by
Monte-Carlo simulations. After this traceability has been established, the measurements can
be compared with the corresponding data for liquid water or sub-cellular structures if
available, and analyzed accordingly.

The second requirement rests upon the empirical observation [36] that the transfer of
radiation energy from charged particles depends on the atomic composition of a given
material, regardless of the actual chemical combination of the components. Grosswendt [34]
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has developed a method for scaling of the gas model dimensions to condensed matter.
Essentially, the length scale in condensed matter, A 1,0 » 18 given by

« (AP) 1.0
(Ap) C3Hy

where A . is the scale in gas, p, is the density and A, is the mean free path for
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ionization. The values of the mean free path for ionization (scaled by the density, i.e.4p) for
liquid water and propane are shown in figure 2.5a (taken from [34]). As can be seen in 2.5b)

the ratio of the two is almost a constant(4p) ,, /(lp) e, =1.30£0.05, leading to a gas

scaling factor of Ayzo/A ooy, = 2.8 107° = 2.8nm/mm for 0.9 Torr of propane at 20°C

(the operating conditions in our nanodosimeter). This allows us to perform a direct simulation
of the ionization clusters induced in water by using a propane volume larger by the ratio of
mean free paths.

The third requirement is simply a technological issue. The detector must be built with

either no material within the beam path or with materials that have the same scattering cross
sections as the gas [37]. We have decided to adopt the former solution.
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Figure 2.5:a) Mean free path lengths for ionization (scaled by the density - Ap) of a-particles in
liquid water (o) and propane (A) as a function of the particle energy. b) The gas scaling factor

AHZO AC3 H, zﬂHzO/AQHg as a function of energy. c) lonization cluster-size distributions in the

geometry shown in d) (4.6 MeV a-particles penetrating a cylindrical sensitive volume with
diameter=height=D). Data are shown for a volume of liquid water (closed symbols) or propane (open
symbols) traversed in the plane perpendicular to the cylinders’ main axis at half its height. For water
Dp=0.4 pg/cm’. For propane, the mass per area is scaled either trivially, by the density ratio, (O - Dp=
0.4 pg/cm?) or using eq. 2.4: (0- Dp=0.32 pg/cm?). Figures reproduced from [34].
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The choice of gas filing and pressure depends on the condensed-matter system to be
simulated. When simulating nanoelectronic devices, gases such as silane (SiH4) and arsine
(AsH3) may be used. Although these gases are not very practical as a proportional counter
filling gas, they could in principle be used in an ion counting device such as the ND. When
simulating tissue, in a proportional counter, the common choice is a hydrocarbon based
“Tissue Equivalent Gas” consisting of propane or methane, nitrogen and CO,, at ratios chosen
to represent the stochiometry of various types of tissue [32, 33]. It has been shown [38, 39]
for example, that when simulating targets on the nanometer level, a gas composed of propane,
CO; and N, is indeed equivalent to liquid water. For technical reasons we have decided to use
pure propane rather than a gas mixture. In [34] this equivalence was also expanded to both
pure propane and pure N,

Figure 2.5¢ demonstrates this equivalence by giving the simulated cluster size distributions
in volumes of propane and liquid water. The volume dimensions were set by the scaling
procedure described above. From this figure we see that the gas scaling results in a distortion
of the cluster size distribution by 12% (as quantified by the ratio of the first moment of the
distribution simulated in water and that simulated in the correctly scaled gas volume — D=0.32

pg/cm?).

It should be stressed that, by using a gas model of condensed matter, we completely
ignore the molecular structure and chemical properties of condensed matter, vital to the
understanding of damage mechanisms. Beyond that, it is known [40, 41], that the transport of
slow (<30 eV) electrons in condensed matter and in a gas are vastly different. In a solid, the
electron is perturbed by the electric field of neighboring atoms and as a result of this, will
deposit its energy in a different manner than in a gas. Nevertheless, the track structure is
expected to scale linearly with the density and the study of the features of radiation interaction
with gas at nanometric scales is an invaluable tool for the study of radiation action
mechanisms also in the condensed phase. The subsequent interpretation, in terms of transport
of the slow electrons, the formation of radicals and the understanding of the damages to cells
are indeed not trivial; our approach to this problem is detailed in §7.

224 Gas based microdosimetry

The first track structure studies, performed by Wilson at the beginning of the 20™ century
(eg. [3]) were conducted with a cloud chamber. In this device a saturated gas is exposed to
radiation and then subjected to a sharp decrease in pressure. Water droplets then form with the
radiation-induced ionizations serving as nucleation sites. By photographing the small water
droplets it is possible to visualize the track structure. A good example of this technique is the
so called “Harwell chamber” [42, 43] developed in the early 1980s, and used for extensive
studies of track structure induced by alpha particles and x-rays in a low-pressure mixture of
water vapor, ethanol, hydrogen, nitrogen and oxygen. The Harwell chamber operated at a
pressure of about 11 Torr and enabled the study of track structures with 10 nm resolution.

However, most current microdosimetric devices are based on the well known tissue
equivalent proportional chamber (TEPC) first suggested by Rossi [31] almost 50 years ago.
They consist of a gaseous detection volume, typically containing tissue equivalent gas
mixtures [32, 33], at atmospheric pressure, and surrounded by walls of conducting tissue-
equivalent plastic [44]. The ionization electrons created within the gas volume are collected
using electric fields and multiplied in the high electric field in the vicinity of a thin wire.

While many elaborate designs have been proposed for these chambers, which are in
routine use for radiation monitoring all over the earth, in flights [45] and even in space [46],
they are limited in their applicability:
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In most TEPC designs there is at least some overlap between the ionization volume and
the charge amplification volume. This may result in a geometrically non-uniform response
(different gain for electrons deposited in different regions). This nonuniformity can be
somewhat overcome by confining the charge multiplication region, using additional
electrodes (for example [47, 48]), but these distort the measured radiation field [49].

A more severe limitation is that of target size and sensitivity. Conventional TEPC designs
are only able to reliably model radiation effects on targets larger than about 1 um. Smaller
simulated targets may be achieved by reducing the TEPC dimensions [50] or decreasing the
gas pressure [48], however these devices must be operated at extremely high gains (as only a
few electrons are deposited in the gas volume), which only aggravates the previous problems.
Furthermore, at such high gains, the gas multiplication statistics [51] dominate the detector
resolution and it is impossible to determine the exact number of primary ionizations.

For understanding radiation damage to DNA we want to measure both single ionization
events and large ionization clusters. In a TEPC, this cannot be done. The number of
ionizations cannot be found on an event-by event basis and only a somewhat suspect
ionization cluster size distribution can be obtained by deconvoluting the TEPC pulse height
spectrum, assuming that its single electron response is very well known.

High sensitivity TEPCs also require the use of “special” gases which are able to support
the high gains required for single-electron detection. These gasses are not necessarily the
same ones required for tissue equivalence, although propane-based tissue equivalent [33] gas
is known to support sufficient gain for single-electron detection [52]. As a result of this it
becomes impractical to use the TEPC for dosimetric measurements on nanometric scales.

Cesari et al. [48], for example report a TEPC of 100 nm tissue-equivalent SV, using low-
pressure (3 Torr) TE gas and 50nm using 1.5 Torr DME. Smaller sensitive volumes could not
be reached (with single electron sensitivity) due to voltage breakdown. Due to the need to
deconvolute the pulse-height spectrum to obtain cluster size distributions, large probabilities
are measured of cluster sizes of a fraction of an electron.

Figure 2.6: A schematic
Gas Operated diagram of the charge
electron counter counting method. An energetic

electron trail A/ charged particle traverses the

low-pressure  gas  ionization
volume, depositing  many
electrons and ions. In the case
of electron counting (top right),
the electrons from the sensitive
volume are extracted into a long
drift column, and drift under a
weak electric field. They
separate by diffusion and are
Selected gas individually —multiplied and
volume / pressure  counted in a gas-based electron
multiplier. In the case of ion
counting (bottom left), the ions
are extracted from the sensitive
volume into vacuum, here they
are accelerated onto an ion

\V detector where they are detected
\ acuum operated and counted.
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2.3 Charge counting nanodosimetry

The charge-counting technique is a powerful new tool, proposed by our group [53], for
precise measurements of small energy deposits in gases. It has found use in the study of basic
phenomena of ionization statistics in gaseous media [54-56], in the detection and
spectroscopy of ultrasoft x-rays [57, 58] and in high-resolution dosimetric measurements at
the 1-100 nm level (see for example [59-63]).

The charge counting technique, shown schematically in figure 2.6, is based on the
conversion, in a low-pressure gas, of ionizing radiation into a cluster of charges (ions or
electrons). The deposited charges are extracted by an electric field £;, from the interaction
region into a detection region where they are individually multiplied and recorded (as
described in §2.3.1 and §2.3.2 below), obtaining a cluster-size distribution. This distribution
can be presented in two (nearly) equivalent ways:

o The absolute cluster-size distribution gives the absolute probability to generate an
ionization cluster of given size, including clusters of size “zero”. This distribution is
obtained by dividing the yields of the different clusters by the number of projectiles.
Measurement of this type of distribution requires an efficient trigger and therefore some
foreknowledge of the type of radiation field being studied.

. The conditional cluster-size distribution gives the relative probability to generate
an ionization cluster of given size, not including clusters of size “zero”. This distribution
is obtained by dividing the yields of the different clusters by the yield of all clusters with
at least one detected charge. This type of measurement does not require a trigger at all
(the charge counting begins with the first detected charge and proceeds for a given length
of time). The conditional cluster-size distribution can be easily obtained from the absolute
one by dividing all cluster probabilities by /-f,, where f, is the probability per projectile
of forming a zero-charge cluster.

In our work we have measured absolute cluster size distributions as they contain more
information than the conditional ones. They also allow a more thorough characterization of
the nanodosimeter as the irradiation conditions are better controlled. In the studies described
in §5, where we irradiated the ND with a radiation field much larger than its sensitive volume,
we have employed the conditional distribution to ensure that we are not affected by “zero”-
clusters formed by projectiles passing too far from the SV and not depositing any energy in it.
The conditional cluster-size distribution was calculated from the absolute one, as described
above.

The conditional cluster-size distribution can be interpreted as the cluster size distribution
per deposited dose (or energy), thus it is equivalent to the pulse-height distribution of a TEPC
(where zero-height pulses cannot be measured). Contrary to a TEPC, the gain fluctuations are
not important using this technique, as long as all charges are detected.

While it is generally accepted that the TEPC pulse height spectrum is equivalent to the
spectrum of deposited energy, at the limit of low energy deposits (up to 100 eV or so), this
equivalence breaks down, due to the stochastic nature of the ionization process. In this regime
it is the number of ionizations (corresponding to the number of damages) which is important
rather than the quantity of deposited energy (which cannot be measured anyway).

Several variants of the charge counting technique have been developed (three of them in
collaboration with our group):

2.3.1 Detection of electrons

Perhaps the most natural approach is to detect the individual ionization-induced electrons.
Figure 2.7 shows a scheme of the Single Electron counter (SEC) [55], applied to
nanodosimetry at INFN-LNL [62-66]. In the SEC, the single radiation-induced electrons,
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formed within a wall-less sensitive volume, defined solely by electric fields, are extracted
through a small aperture into a long drift column where they drift in a low electric field,
diffusing away from each other. Due to the large diffusion, the electrons reach the end of the
drift column at well separated times. These electrons are then individually multiplied,
detected and counted by a gas-avalanche based electron multiplier [67], placed at the end of
the drift column (see for example figure 2.7d).

The main limitation of this technique is the (relatively) large sensitive volume accessible
(~20 nm diameter as a lower limit — much better than conventional TEPCs but still not small
enough) as well as the low electron extraction efficiency from it (10-20%). Nevertheless,
some important work has been done using this technique. De Nardo et al [65] have used a
SEC for investigations of an alpha particle track structure at 20 nm resolution. Their results
indicate an invariance of the ionization density induced by &-electrons as a function of
distance from the track axis. Figure 2.7¢c, for example shows the conditional average cluster
size (i.e. the number of electrons formed in the SV, averaged over all events where at least
one electron was detected) as a function of the distance of the track from the SV center. The
left-hand side of the curve is dominated by the direct ionization of the gas in the sensitive
volume, by the track core. Naturally, the cluster size decreases as the beam is displaced and
an increasingly shorter track segment is within the SV. When the track is completely outside
the SV, we see a plateau. This is due to the fact that ionization is now only due to the far
reaching 4-electrons. Although less and less d-electrons reach the SV, their ionization density
remains essentially unaltered. We have seen similar results in our simulations.

An alternative concept to the SEC is that of the optical digital ionization chamber [68, 69]
and the optical projection avalanche chamber (OPAC) [70-72] developed respectively at Oak-
Ridge and at PTB, Germany. Here the whole ionization track segment is imaged, using
scintillating gases. Both devices are similar in concept to the cloud chamber used by Wilson
in the beginning of the 20th century and its descendant the Harwell chamber [42]

In the Oak-Ridge design, briefly after the charged particle traversal, a high electric field
pulse (30 kV; 1 psec) accelerates the electrons. The fast electrons collide with the gas
molecules resulting in scintillation. The resulting light provides a “photograph” of the track
structure with a few tens of nm resolution.

In the OPAC, the radiation-induced ions are drifted towards the gas multiplication region.
Contrary to the SEC, here the drift length is rather short, limiting diffusion. In the
multiplication region, the electrons are multiplied in a multi-step avalanche chamber [73] and
each individual electron-avalanche generates scintillation light, which is collected to form an
image of the track (with about 40 nm resolution).

Figure 2.7 (opposite page): a) A scheme of the Single Electron counter (SEC) at INFN LNL[63-
66]. Electrons formed in the sensitive volume (SV) are separated in a 20 cm long drift column and
detected in a multi-stage avalanche counter (MSAC). b) The irradiation geometry studied using the
SEC consists of an a-particle beam, from a radioactive source, passing at a distance d from the
sensitive volume. ¢) The measured average electron-cluster size, as a function of d. Open and filled
circles correspond to right regular cylindrical volumes of diameter and height equivalent to D=21 and
D=24 nm (see figure 2.5d) and an electron detection efficiency of 25% and 30% respectively. Thick
lines are simulation results. See text for interpretation. d) An example of an electron trail, containing 22
electrons induced by a fluorine-K soft x-ray. In this case the trigger was induced by the first electron in
the trail. a)-c) reproduced from [66]. © Springer-Verlag 2002. d) reproduced from [67]
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Figure 2.8: a) a scheme of the PTB OPAC detector. Electrons formed along a projectile track in
TEA are drifted in a low electric field towards a high electric field region. In the high electric field the
electron avalanches emit UV light which is recorded by an intensified CCD and a PMT obtaining 3D
information (2 space dimensions and one time). b) An image of an Argon nucleus track (57.6 GeV — 70

keV/um). c¢) Image of a carbon nucleus track (336 MeV — 70 keV/um). Taken from [72] © Nuclear
Technology Publishing.

The main advantage of these imaging techniques is the fact that a long track segment (a
few um, see figure 2.8) is imaged, while in the SEC we only obtain the number of ionizations
within a small volume. Furthermore, due to the efficient coupling of the sensitive volume to
the detection volume, much higher single electron detection efficiencies are available. In the
OPAC, additional data of the electron drift time is also used to obtain a three dimensional
image of the track [70]. These advantages come at the price of somewhat reduced spatial
resolution, due to the electron diffusion, either before the high voltage pulse (in the oak-Ridge
design), or en route to the multiplication region. In the SEC this diffusion is used to separate
the electrons, and contributes to the electron detection efficiency. Contrary to the SEC, these
two designs enable the viewing of the track structure on a much larger scale (a few microns,
corresponding to a cell nucleus for example). On the other hand single ionizations cannot be
resolved so that only an average picture can be obtained. This makes detectors such as the
OPAC extremely useful for large scale studies of radiation tracks. They enable, for example a
quick and simple method for the quantification of the range distribution of 5-electrons. In an
ongoing work [72] the OPAC is used for a systematic comparison of high LET heavy-ion
tracks having the same LET but different charge z,. So far, 70 keV/um Argon nuclei were
found to have longer range d-electrons (and therefore less dense track structure) than carbon
nuclei of the same LET (compare figure 2.8 b and c).
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Figure 2.9: Conceptual
scheme of the ion counting ND.

gas-filled interaction chamber See text for details.
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2.3.2 Detection of ions

The (too) large sensitive volume attainable when counting electrons is significantly
reduced when counting the positive ions induced by the radiation. The typical diffusion for
electrons (in 1 Torr propane) is 3 mm (RMS) for 1 cm drift [74]. lons, on the other hand, have
much lower initial kinetic energy, due to their large mass; they undergo significantly reduced
diffusion, typically 0.5 mm (RMS) in 1 Torr of propane over 1 cm drift [75]. As a result, it is
possible to create sensitive volumes with roughly 1 nm resolution.

A fundamental difference between ion counting and electron counting is the fact that
radiation-induced electrons have a wide range of kinetic energies and cannot be thermalized
within a small gas target. lons, on the other hand, have much lower initial kinetic energy. As a
result the track image obtained using an ion-counting device will reflect the place where
ionizations were formed whereas an image obtained using an electron based device will
reflect the location of the electrons after they have thermalized. The former is, of course the
more interesting as the damage is formed at the place of ionization. The use of an electron
based device will therefore tend to shift the location of measured ionizations from the track
core to the d-electron track ends, resulting in a reduced efficiency to image the track core and
an over-estimation of the ionization density at the 6-electron track ends.

The drawback of using ions is the great difficulty of their detection in a low-pressure gas
environment. With the invention of modern vacuum-operated ion counters, a track ion counter
similar in principle to the SEC was proposed [76] and implemented [77]; at that time, the
vacuum system only permitted attaining small sensitive volume diameters, of 0.15 nm.
Additionally, the ion counters available at that time provided single-ion detection efficiencies
of only 40-50% [77]. This limited the applicability of the track ion counter in radio-biology
investigations. We have revived this idea [78] in the form of the ion counting
nanodosimeter, investigated in this work.

A conceptual scheme of the ion counting ND is shown in figure 2.9. The ND consists of a
low-pressure gas volume, the ionization volume (IV) coupled by a small aperture to a vacuum
detection volume. A strong electric field separates the radiation-induced electron-ion pairs,
sweeping the electrons away from and the ions towards the ion-extraction aperture. Due to
the relatively low ion-diffusion, only ions formed within a tunable, wall-less region of the IV,
the sensitive volume (SV), are extracted into vacuum where they are detected and counted by
an ion counter (IC - a vacuum operated electron multiplier).

An important advantage of counting ions in vacuum is the relaxation of the limitations on
the choice of gas. In the electron-based schemes, the gas target is required to support high
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gain charge multiplication or to be scintillating. In the ion-based schemes there is no such
demand and, in-principle, any gas (including, for example water vapor) can be used.

The resolution limit is set by the ion diffusion statistics [79]. An ion drifting through a
length L in gas will undergo a transverse diffusion of

/’7 1
Ax. =~/2L —K\ﬁ
gas \/_ % p (2.5)

Where D/K; is the ratio of diffusion to mobility, E is the electric field (assumed uniform) and
P is the pressure. In the simulated tissue frame this reduces to:

(2.6)

—k@/\ —  Ax= k8

. = AX; Z:k@L 2.7)
lissue p tissue gaS p tissue

tissue

It should be noted that the resolution in the tissue-equivalent scale Ax,,,. depends on the
pressure only through the reduced electric field E£/p. The selection of pressure is therefore
dictated only by the attainable spatial resolution of the ion detector in the “lab frame” (In our
case the size of the aperture coupling the gas and vacuum regions).

For the ND design described in this work L=1.5 cm, E=60 V/ecm, D/K=40 mV leading
to a lab frame resolution of 0.5 mm. For 0.9 Torr of propane this corresponds to a tissue
equivalent resolution of 1.2 nm.

The ion counting nanodosimeter is described in detail in chapter 3 of this work.

An interesting variant of an ion counting ND is the jet counter [80-82] seen in figure 2.10.
It consists of small (albeit walled) chamber (denoted IV), connected by a pulsed valve to a gas
reservoir. As the valve opens, a gas jet expands into the volume, reaching a stable 1 Torr
pressure for a few hundreds of psec. During this time ions are formed by radiation within the
chamber. They are then extracted, by an electric field towards the ion counter (IC). Although
the sensitive volume of this device is defined by physical walls, it is claimed that, as the
primary beam does not interact with the walls, they do not interfere with the measurement.
The silicon detector is used for detection of the primary radiation beam as a trigger for the
DAAQ system. The calibration and operation of the jet counter is detailed elsewhere [80].

The jet counter has been successfully used to measure ionization cluster size distributions,
induced by 4.6 MeV a-particles, in nanometer-equivalent volumes (D=0.15, 1 and 2 nm
diameter at unit density, see figure 2.5d for exact geometry) of nitrogen gas [82]. The
obtained data are shown in symbols in figure 2.11. MC simulations, using a similar code to
ours (see appendix A) yielded good agreement with the data, assuming 50% ion detection
efficiency for all ions formed within the SV. This value was verified by MC simulation [82]
and was seen to vary with the gas pressure, indicating that it might be due to ion losses to
molecular processes in the gas. From figure 2.11 it is also clear that for sensitive volumes
larger than a fraction of a nanometer, the ionization cluster size differs significantly from a
Poisson distribution. This is explained [82] by the contribution of d-electron tracks. Ion
clusters formed in such tracks cannot be described as being formed in a Poisson process (i.e.
the ions are not independent of each other).
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Figure 2.10: Schematic view of
the Jet Counter. See text for

details. Reproduced from [82] ©2002
Springer-Verlag.

Figure 2.11: Ion cluster size
distribution produced by 4.6 MeV
a-particles in  nitrogen  upon
diametrical penetration through right
regular cylinders of 0.15 nm, 1 nm
and 2.2 nm diameter and an aspect
ratio of 1. The dashed curves denote
a Poisson distribution having the
same mean ion cluster size; The
solid curve is a Monte-Carlo
simulation assuming a uniform
single ion detection efficiency of
50% within the volume. Reproduced
from [82]. ©2002 Springer-Verlag.
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Chapter 3 :
The ion-counting Nanodosimeter

Ion counting nanodosimetry is a novel technique developed in our group [59-61, 75, 78,
83-86] for the quantification of minute energy deposits in a millimetric gas volume modeling
a short DNA segment.

The ion-counting nanodosimeter (ND) consists of a large (50 mm long x 150 mm
diameter) gas-filled ionization volume (IV), traversed by a radiation field. Radiation-induced
ions formed within a small subsection of this volume (about 2mm in diameter and 5-40 mm
long - termed the sensitive volume - SV) are efficiently extracted into vacuum, detected and
counted.

After extensive characterization with an internal alpha particle source, the ND was
installed at the WIS Pelletron accelerator; it was irradiated with narrow pencil beams of
protons and carbon nuclei, having a typical diameter of 1 mm and well-defined energy.
Although this mode of operation has little biophysical meaning, it was crucial for diagnostics
and characterization of the ND. The ionization distributions recorded in these conditions
permitted validation of our MC codes simulating the basic physical interactions in the IV as
well as the ND response. They permitted probing of the performance of the ND and
optimizing its operating parameters.

3.1 ND structure

A detailed scheme of the ion counting ND is shown in figure 3.1. A charged particle beam
of a given type, energy and geometry traverses a gas-filled interaction volume (IV) and
reaches a trigger detector. lons induced within a wall-less region, denoted the “sensitive
volume” (SV), within the IV, are extracted into the vacuum-operated detection volume (DV)
and are detected by an ion counter (IC). The pressure difference between the [V and the DV is
maintained by a differential pumping system (see §3.1.2 below).

311 The ionization volume

The 1V is enclosed in a stainless steel vessel of 150 mm diameter, much larger than the
few-mm diameter sensitive volume. The electric field, £;, is shaped by an aluminum anode,
placed 50 mm above the grounded cathode encompassing the ion-extraction aperture.
Additional field shaping electrodes (biased at half the anode potential) ensure field uniformity
in the IV region. A photograph of the IV region is shown in figure 3.2.

The IV contains a low-pressure gas (in this work, we used propane at 0.9 Torr, having a
density of 2.1x10° g/cm®). Under these conditions, 1 mm in gas corresponds to 2.8 nm at unit
density (see §2.2.3).

As noted above only ions created within a small subsection of the IV, denoted the sensitive
volume (SV) can be extracted into vacuum and counted. The size and shape of the wall-less
SV are determined by the transport of ions in the gas and the spatial distribution of their
extraction efficiency through the aperture. The latter also depends on the field £,, below the
ion extraction aperture; this is further discussed in §3.4.
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Figure 3.1: A detailed diagram of the ion counting nanodosimeter. In the ionization volume
(IV), the anode (1), cathode (2) and field shaping electrodes (3) determine the ion extraction field E;. A
charged particle passes through the IV creating ions. Only ions created within the sensitive volume
(SV), are extracted via a small aperture (4) into the intermediate vacuum region; these ions are focused
via the electrodes A - A4 (5-8) into the detection volume (DV). They are then accelerated and focused,
by the electrodes (9) onto the ion counter (IC) where pulses are generated. A helical coil (11) protects
the ion counter from discharges. Note that the SV and d-electron are schematic representations and not
to scale.

Figure 3.2: A photo of the
electrodes within the
ionization volume. The o-
particle source is off to the left
(its collimator is visible) and the
PIN diode detector, used in
measurements with it, is seen on
the right. In  accelerator
experiments, the accelerator
beam traverses the IV on an axis
perpendicular to that of the a-
particle beam. The anode is
hidden below its support frame
(at the top of the photo).
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shaping
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Figure 3.3 : A photo of the focusing
electrodes below the ion extraction
aperture.

3.1.2 The intermediate and detection volumes

The IV is coupled by a 1 mm-diameter, 0.1 mm thick aperture to the intermediate vacuum
region and to the DV (figure 3.1). The operation of the IC necessitates a vacuum level close to
10° Torr. The five-orders-of-magnitude pressure difference within our instrument is reached
by a double-differential pumping system. It consists of two turbomolecular pumps (Varian
VT250 and VT550, denoted Pump #1 and #2, respectively, in figure 3.1), a set of three
orifices placed below the aperture, and a conical screen, deflecting the gas flow from the
aperture and orifices into one of the pumps. To compensate for the continuous gas flow from
the IV to the DV, gas is continuously added to the ionization volume via a proportional
regulating valve (MKS 248A). The pressure in the ionization volume is controlled by a
temperature-stabilized Baratron pressure gauge (MKS 128) and pressure control system
(MKS 250E), with an accuracy of better than 0.01 Torr.

The three orifices placed below the ion extraction aperture (figure 3.3) serve as ion-
focusing electrodes, generating the focusing field £, near the aperture and focusing the
extracted ions into the DV. The aperture and the focusing electrodes were gold-plated to
avoid distortions of the electric fields by up charging of oxidized surfaces (as seen in the first
experiments). Their dimensions were selected to allow for maximal ion transmission, while
keeping an efficient differential pumping. The respective diameters of the aperture and of the
electrodes Aj-Ajare 1 mm, 3 mm, 5 mm, 5 mm and 4 mm; the distance between each two
consecutive electrodes was 2.5 mm except for A; and A4, which were separated by 10 mm.
The potentials on these electrodes as well as that in the IV were optimized for maximal ion
transfer efficiency (see below). A close- up of the electrode geometry and typical electric field
map are shown in figure 3.4.

Within the vacuum-operated DV, ions are accelerated onto the ion counter (IC). This is a
discrete-dynode electron multiplier (SGE model AF180HIG — see figure 3.5). Fast ions,
impinging on the first dynode, induce secondary electron emission. The resulting electrons are
multiplied in a 20-dynode chain, permitting efficient detection of individual ions and their
counting [87] (see below). To avoid eventual discharges from the ion counter body to the
vacuum chamber, the IC is surrounded by a helical copper shield, kept at the cathode
potential.

The signals are read out of the last dynode of the IC, decoupled from the high voltage via a
pulse transformer. The signals are processed by a fast preamplifier (Ortec model VT120A),
followed by a timing filter amplifier, resulting in 20 nsec wide pulses, with amplitudes
reaching up to 600 mV and with a noise level of 16 mV (see figure 3.6).
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3.1.3 The internal calibration source

For detector calibration and monitoring of its long-term performance (under well defined
operating conditions), we have incorporated an **' Am alpha source into the ND. We are using
a gold-plated source, with an average energy of 4.25 MeV and a FWHM of 0.3 MeV,; this
corresponds to an average LET value of 107 keV/um (in water) [88]. A 1 mm diameter alpha
particle beam (of ~3 particles/second) is defined by a source collimator. The trigger is
obtained by a PIN diode (Hamamatsu S1223-01, with the entrance window removed), located
behind the SV. The beam crosses the sensitive volume orthogonal to its axis, at a distance of
15 mm above the ion extraction aperture. The alpha particle beam is in the same plane but
perpendicular to the accelerator beam (see below) and can be turned off using a shutter.

/’—— HV Pulser {
T > ! / \

L4
+300V +100V

D

/

1.2 MQ

/ Waveform
pé % generator
/EE 11,

To HV PS
To 10 kV/15 mA L_@
Power suppl
pply o
. F
- —© | Current monitor |
] i
To amp 0 Variable resistor

1-10 MQ 10 kV

<

Figure 3.7: The electronic Scheme of the ND. See text for details

314 Biasing of the ND

Figure 3.7a depicts an electrical layout of the ND. All electrodes of the ND are connected
via resistors to ground. This was done so that we could verify that the electrode is biased
properly by monitoring the current drawn from the power supply.

In order to avoid creating excess ions (due to charge multiplication of particle-induced
ionization electrons in the IV region, see §4.2.1) we have connected the IV anode and field
shaping electrodes to a high voltage pulse generator (DEI model GRX driven by a standard
waveform generator). During standby mode (when no ions are being collected) the anode is
polarized at a 100 V “clearing” potential. After a projectile has passed through the ND, and
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sufficient time (typically 5 psec) has passed for all electrons to be swept away, the anode
voltage is raised to 300 V for 100-200 psec and then returned to 100 V.

We have connected the anode to the field shaping electrodes (through a 1.2 MQ resistor);
the field-shaping electrodes were connected to ground via an identical resistor. This ensures a
constant potential ratio (1:2) between the field-shaping electrodes and the anode and minimal
field distortions due to the grounded vacuum chamber.

The apertures A;-A4 were connected independently to four power supplies, to allow fine
tuning of their voltages; they were connected to ground via 8.2 MQ resistors. The applied
voltages were, in most experiments: -284 V on A, -470 V on A,, -800 V on Aj; and -2830 V
on A,.

The ion counter (IC - of 3.4 MQ internal resistance) was connected on the cathode-side to
a Glassman PS/LG10R15-220 bipolar power supply (set to -8.2 kV) and on the anode-side to
ground via a variable resistor with a current monitor. This allows maintaining the IC at a
potential difference (cathode to anode) of 2.5-3.5 kV, required for efficient operation, while
maintaining the cathode at a potential of -8.2 kV. The ions, extracted from the ionization
volume, are therefore accelerated to 8.2 keV, resulting in large signals, well above noise, and
in high detection efficiencies [87].

The ion signals were read off the pickup electrode (an extra electrode following the IC
anode) which was connected to the anode via an inductance coil. A second coil, wound on the
same core was used to read out the ion signal relative to ground (rather than relative to about -
S5kV).

The electrodes (9) and the helical protection coil were connected directly to the IC cathode.
3.1.5 The DAQ system

The data acquisition (DAQ) system (designed in collaboration with Dr. V. Bashkirov of
LLUMC) correlates between each projectile and its associated ions, registering the arrival
time of each ion with respect to a trigger. Optionally, the DAQ records information regarding
the projectile particle (energy, trajectory, etc’). In the offline analysis, the validity of each
event is checked against strict triggering requirements. Relevant events are selected and
appropriate histograms are generated.

The pulses are properly shaped and recorded by a custom-designed, PC-based DAQ
system shown schematically in figure 3.8. The DAQ system is fed by negative fast analog
pulses from the ion counter (figure 3.6), the trigger detector and, optionally, by a secondary
trigger detector (flag). It is based on a National Instruments PCI6602 timer/counter card,
essentially a PC-borne multi-channel 80 MHz time-to-digit converter. It is configured to
digitize and record, in real-time, two data streams with a time resolution of about 25 ns
(determined by the signal shaping hardware) at a rate up to 8 MB/s.

The signal from the trigger detector is injected into the “trigger” data stream of the PCI
card. It is also used to generate an appropriate gate signal for enabling the ion-counter channel
discriminator. When working in pulsed mode of the electric field E; (see §4.2.1 below), this
signal is also used to activate, after a 5 usec delay, the high voltage ion-extraction pulse. The
“trigger” data stream is used by the DAQ as a time reference for measuring the ion arrival
times and for offline pile-up rejection.

The “trigger” data stream can also be used to analyze the time structure of the primary
beam, relevant in accelerators with pulsed beam structures, as is the case for experiments
carried out at the Loma-Linda proton synchrotron [86].

The signals from the IC are injected, into the “ion” data stream of the PCI card. This
provides information about the individual ion drift time and the number of ionizations per
primary particle event.
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Figure 3.8: A flow diagram of the DAQ system. See text for details.

The (optional) signal from the secondary trigger is introduced as a logic flag for offline
selection of events: it is delayed, and then incorporated into the “ion” data stream via an OR
gate. The time delay is set such that this signal does not interfere with the ion pulses. In the
“pencil beam” experiments, we used a well collimated scintillator signal (see §3.2) to select
the projectiles passing through the core of the beam; in one experiment (see §4.3.3) we used a
collimated solid-state detector to select the fraction of the beam having very precisely defined
energy.

A data storage algorithm manages the data stream transfer to the PC computer hard disk.
The full data analysis is carried out offline but a simplified on-line data analysis is provided
for rapid data diagnostics and control of proper system functioning.

3.1.6 The analysis

The ion drift velocity in our experimental conditions is 0.4 mm/usec (see §4.2.3) resulting
in ion drift times of up to 125 psec, depending on where the ion was created along the SV.
This poses a limitation on the maximal possible beam rate; in order to avoid counting ions
resulting from more than one projectile within the same cluster, we usually require a
(conservative) minimal interval of 200 usec between consecutive projectiles.

Therefore, in the offline analysis, we first performed a pile-up rejection, namely rejecting
all events that are followed or preceded by another event within less than 200 psec. When
performing measurements with a secondary trigger (e.g. in the pencil beam studies), only
those events containing a flag are selected after the pileup rejection. The significance of this
order is discussed in §4.3.1.
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Figure 3.9: Data obtained with the internal alpha source: a) a sample of the ion cluster size
distribution, using the sensitive volume of 3.16b. b) The ion arrival time distribution in the same
conditions.

Each data set, of up to 2 10° non-overlapping events (e.g. figure 3.6b), was measured over
a period of several hours, at a trigger rate of a few hundreds to a few thousands of
particles/sec in accelerator experiments (data sets of a few times 10* were typically recorded
at 3/sec using the built in a-source). The analysis software then generates an ion cluster-size
distribution (for example, figure 3.9a), providing the frequency at which clusters of a given
number of ions are induced by a single ionizing particle, within the SV. Optionally, only those
events having a coincident signal in the secondary trigger are selected. The analysis also
provides the ion arrival time distribution (figure 3.9b); it is correlated with the initial ion
deposition location along the SV axis, namely its distance from the extraction aperture. This
information may be used to measure the ionization density profile across the particle’s track.
It can also be used to subdivide the data into selected time windows, equivalent to the division
of the SV length into small segments, a few nanometers long (see §4.2.4 below). Due to the
rather small ion diffusion in the gas (about 1 mm FWHM for 1 ¢cm drift in our conditions), the
information on the initial ion deposition distance is well preserved, with a resolution of a few
equivalent nm. This feature may serve as a basis for experimental track-nanodosimetry,

providing a way of mapping ionization clusters deposited by a single projectile at different
distances from the track axis.

Furthermore, the number of ions arriving at very long times, when no ions are expected
can serve as an indication of the efficiency of pileup rejections (see appendix B).

3.2 The accelerator setup

For measurement of ionization clusters induced by pencil beams of protons and carbon
nuclei, the ND was mounted on the N2 beam line of the Weizmann Institute’s UD14 Pelletron
(figure 3.10). The beam-line setup is shown schematically in figure 3.11.

The accelerator beam is scattered by a thin scattering foil, covered by a 1 mm aperture.
This foil also brings the ion beam, initially consisting of highly charged ions having a single
charge state, to charge state equilibrium. After spreading out (over a distance of 1.74 m), it is
collimated to 1 mm by a movable collimator. These two apertures precisely define the beam
diameter and its direction. We have chosen the scattering foil such that the beam divergence is
a few degrees. As a result we are rather insensitive to the precise angle and alignment of the
beam, delivered by the accelerator.

The collimated beam enters the ND gas volume through a thin (2.5 pm Mylar) window,
traversing the SV, 15 mm above the center of the ion extraction aperture (the movable
collimator allows irradiation at different positions within the SV)
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Figure 3.10: Photo of the ion counting ND mounted at the WIS Pelletron.

As a primary event trigger, we used a position-sensitive, 10 cm diameter multiwire
proportional chamber (MWPC) shown in figure 3.12 (20 pum anode wires, 1 mm pitch, 3.2
mm anode-to-cathode gap), preceded by a 3.2 mm thick parallel-grid pre-amplification gap.
The MWPC was separated from the ND volume by a thin Mylar foil (2.5 or 6 um depending

on the MWPC pressure). The MWPC was operated under a flow of 10-100 Torr of propane.

The MWPC anode provides the trigger signal to the ND DAQ system (figure 3.8).
Although the MWPC anode pulse is clearly separated from the electronic noise (see figure
3.13a), indicating high trigger efficiency, due to scattering of the projectiles on the first mesh
of the preamplification gap, the effective trigger efficiency is about 80%. The implication of
this, as discussed in appendix B, is a limitation on the maximum beam rate of a few kHz; at

higher beam rates the measured cluster-size distributions will be distorted.
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3.11: A scheme of the accelerator beam line layout used for narrow beam
measurements at the WIS Pelletron. See text.
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Figure 3.12: MWPC photo (a) and scheme (b). The projectile beam from the accelerator induces
electrons which are multiplied in the preamplification gap (1). The electron avalanche (2-shown offset
for clarity) further develops in the multiwire gap (3). Electrons are collected on the anode wires (4).
The avalanche-induced ions induce signals on the cathode wires (5). Each cathode wire is connected to
a delay line readout with the two cathode planes placed perpendicularly providing “x” and “y”
localization of the avalanche. The projectile beam is stopped in a scintillator (6), creating photons
which are detected in a PMT.
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Figure 3.13: a)MWPC anode pulses induced by 13.6 MeV protons (200 mV/ 50 nsec per
division). Note that the signal is well separated from the noise. b) Pulses from the PMT tube, PMT
operated at 900 V (50 mV/ 20 nsec per division).

The cathodes’ wires are connected to delay-line readout circuits, providing a rough means
for 2D beam imaging. The cathode signals are processed by fast amplifiers, two time-to-
amplitude converters and a PC-borne ADC card (Ack2D) [89], see figure 3.14. Although the
MWPC permits visualizing the incident ion beam with sub-mm precision, it was only used for
monitoring the beam shape and alignment.

The back of the MWPC is sealed with a thick plastic scintillator, coupled to a
photomultiplier tube (PMT - serving as a secondary trigger); a 1 mm diameter collimator is
placed in front of the scintillator. Due to scattering of particles in the degradation foil, the ND
windows and in the MWPC itself (the scattering in the gas is negligible), 80-95% (depending
on the beam type and energy) of the particles detected by the MWPC have been scattered
outside of the 1 mm diameter beam, and do not induce a signal in the secondary trigger.
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Figure 3.14 : The trigger connection to the DAQ ( see figure 3.8). The MWPC anode is
connected via an amplifier and a discriminator (CFD) to the trigger data stream. The PMT signal (see
figure 3.13b) does not require amplification and is connected to the flag stream. The cathode wires are
connected to the taps of a 5 nsec/tap delay line. The first and last wires are connected (via an amplifier
and a CFD) to a “time to analog” converter (TAC) which outputs an analog pulse whose amplitude is
proportional to the delay and hence to the position. The timing of the two analog signals are adjusted
(using a linear gate stretcher — LGS) to arrive simultaneously at the 2D imaging card (Ack2D).
Optionally the signal from the PMT is used as a gate to the two LGS units to obtain a beam image in
coincidence with the scintillator.

While the DAQ system records all triggered events, the selection of the collimated ones is
done off line. This strategy is very important in order to ensure full elimination of pile-up
ions from closely consecutive events (requiring all projectiles passing through the ND to be
recorded), while rejecting all events due to projectiles scattered out of the primary beam.

3.3 Monte-Carlo simulations

In order to better understand the physical processes occurring in the ND and to assist in the
experiment planning we have extensively utilized the track-structure code developed by B.
Grosswendt (PTB, Germany) and modified at our request, to model the irradiation geometry
of the nanodosimeter. The code incorporates all relevant interactions and experimental
ionization cross sections of light ions. It also contains electron interaction cross sections, with
regard to elastic scattering, excitation and ionization in propane. The secondary and higher-
order electrons induced by successive ionizing interactions are then followed through the gas
until their energy reached a value below the ionization threshold (11 eV for propane).

After generating a “spatial map” of the ions formed by a single projectile, we must also
take into account the response of the ND. In other works [63, 82] this is done by assuming a
right regular (i.e. diameter = height) cylindrical sensitive volume and setting an absolute
detection efficiency such that the measured and calculated cluster size distributions match.
Within this work, we have performed extensive ion transport simulations (see details below)
to obtain a spatial mapping of the efficiency to detect ions, formed anywhere within the IV.
This efficiency map was incorporated into the track-structure code, resulting in a full
simulation of the ND. It provided an excellent prediction of the measured cluster size
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distributions, without any fitting parameters, as will be seen below. An in-depth description of
the MC code and all relevant physical parameters are given in appendix A.

We have made extensive use of the MC code, both as a prediction of the measured data as
well as for predicting the results of experiments which could not be practically done. It was
used both for understanding the physical processes (e.g. d-electron ranges) and the technical
limitations (e.g. the importance of alignment in the narrow beam studies) of our ND.

3.4 The sensitive volume

Perhaps the most important feature of the ion counting nanodosimeter is its tunable wall-
less sensitive volume (SV). In order to model radiation action on DNA dimensions, we must
have a “DNA-sized” SV. Furthermore, due to the small amount of energy deposited within
such a small volume, it is imperative to have, on the one hand excellent ion collection
efficiency while on the other hand not to have any secondary effects (e.g. [49]) which may
induce excess ions. Our ND was designed to contain no solids in the vicinity of the SV, apart
for the anode and cathode; ions formed near these electrodes are rejected offline based on
their arrival time. Subsequently, the SV is defined solely by electric fields. Apart from the
entrance and exit windows, of thin Mylar, there are no solids along the beam path. The beam
scattering in these windows was simulated using SRIM [90] and was seen to be negligible. As
we did not detect any ions formed near the anode and cathode by a pencil beam irradiation,
we conclude that there are indeed no wall effects in the ND.

As described above, the ionization volume of the ND is coupled to the detection volumes
by a series of small apertures. Only ions deposited roughly above the first aperture are
efficiently extracted from the ionization volume, transported to and detected by the ion
counter. The SV diameter is therefore determined solely by the transport of ions in gas, under
an electric field. The SV length is a-priori (almost) as long as the ionization volume, but we
are able to segment it, by imposing off-line windows on the ion arrival time. The knowledge
of the ion drift velocity permits the selection of an SV of arbitrary length, limited only by the
diffusion of ions in a low-pressure gas. The SV diameter can be adjusted by varying both the
pressure and the electric fields above and below the ion extraction aperture (£; and E,
respectively in figure 3.1). While the value of E; largely defines the effective length of the
SV, E, also has a strong effect on the SV shape.

3.41 Sensitive volume evaluation
3.41.1 Monté-Carlo simulations

Under uniform electric field E, the efficiency of extracting an ion form any place in the gas
volume can be calculated analytically: An ion cloud, formed a distance L above the aperture,
will drift along the field lines and diffuse to a Gaussian profile with (eq. 2.5):

D,
Ax = 2%*\/2 (3.1)

where Dy/K; is the ratio of diffusion coefficient to mobility (which we have measured for
propane in a previous work [75]- see figure 3.15). The extraction efficiency can then be
calculated by integrating this Gaussian cloud over the area of the aperture. In the case of an
arbitrary (non uniform) electric field, which is required for ion focusing, this calculation can
be also (in principle) be carried out, assuming a piecewise constant £. However, as the
calculation is extremely convoluted, we have decided to pursue another route. We have
developed a MC calculation, based on measured ion transport parameters [75] in propane and
on the electric field distribution within the ionization volume, as simulated using the Simlon
[91] software package (see for example figure 3.4).
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In the simulation we assume that:

1. The only ions, formed in the ND, are C3Hg" ions (or that they are
converted to C;Hg ' ions briefly after their formation).

2. These ions interact with the gas only via resonant charge-

exchange: C,H, + C;H, — C;Hg + C;H, (where the arrow denotes the carrier
of kinetic energy).

3. Based on 2) we assume that in each collision the ion is thermalized.
From the data in figure 3.15 and based on the well known Einstein relation:
Dy/K:=k,T/e, we have defined an electric-field dependant effective temperature
(Tep), used for calculating the ion velocity after the interaction (note that T, is
much higher than room temperature).

The first assumption is justified by our measurements of the ion mobility and diffusion
coefficient of a-particle-induced ions in propane [75]. Figure 3.15 shows our measured value
for D/K; (the ratio of the ion diffusion constant to the ion mobility) compared to the literature
values for different ions and gases. It is clear that the ions formed in propane follow the same
behavior as ions drifting in their parent gas.
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Figure 3.15: Ion diffusion in gases. A plot of the measured ratio of transverse diffusion to mobility
for alpha-particle induced ions in propane (¢ [75]), compared to other literature values. It is clear that
the ions formed in propane behave like ions drifting in a gas of identical molecules. Figure taken from
[92].

Although assumption 2 neglects scattering processes (other than charge exchange) which
will tend to transfer energy from the ions to the neutrals, we have seen that the effects of these
processes are accounted for in the value of 7.4 Indeed our calculated D/K; value (for a
simulated homogenous field) faithfully reproduces the measured one.

An ion extraction efficiency map is calculated by following many ions, originating from a
grid of points in the ionization volume. Each ion, starting from a given point is given a
velocity, based on the local temperature 7.4 in an arbitrary direction. The distance to the next
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collision is calculated using a charge exchange cross section fitted so that the resulting ion
drift velocity matches the measured one. The coordinate of the next collision is calculated
based on the local electric field.

If the ion reaches the ion extraction aperture (of 1 mm diameter) it is considered
“detected”. Tracking many such ions, originating from one point, provides the ion extraction
efficiency from that point. As a benchmark, we have calculated the expected (calculable)
efficiency map for the case of a uniform electric field and found good agreement with the
theoretical prediction. In this work we define the SV diameter as the width of the 50% ion
extraction efficiency contour, at a distance of 15 mm from the aperture; the SV length is
defined as that of the 50% contour along the aperture axis. These are, naturally, arbitrary
definitions; the SV dimensions can only be truly defined in terms of the entire ion-extraction
efficiency map.

Figure 3.16: Monté-Carlo-
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Figure 3.16 shows two examples of MC-calculated ion extraction efficiency maps. In
particular, the map shown in b) corresponds to the “standard” operating voltages of the ND
(namely, 300 V on the IV anode, -284 V on A}, -470 V on A,, -800 V on Aj; and -2830 V on
Ay). This results in a sensitive volume of 4.5 nm diameter and 120 nm length as defined
above.

The SV diameter (1.3 and 1.6 mm in figure 3.16a and b respectively) was seen to be
somewhat larger than the physical diameter of the aperture (1 mm). This is due to ion
focusing into the aperture, caused by the electric field E,. Indeed, the two maps shown in
figure 3.16 differ only by the choice of E, values The ion focusing effect can be clearly seen
in figure 3.17, which depicts simulated single-ion trajectories in the case of “strong focusing”
and “no focusing” conditions. While in the latter no ions may reach the aperture (due to the
low diffusion), in the former about 20% of the ions, generated at the same spot (1.1 mm away
from the aperture axis and 2 mm above it), may pass through the aperture.
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3.41.2 Experimental evaluation of the efficiency map

To validate our simulated efficiency maps, we proceeded in a complex experimental
evaluation. For that purpose, the nanodosimeter installed at the Loma Linda University
Medical Center’s proton synchrotron was modified to include 4 single-sided silicon micro-
strip detectors [93]. This enables measuring the trajectory of each individual projectile,
passing through the ND, with 60 pm resolution.

The ND was then illuminated with a uniform beam of 250 MeV protons. For each proton
we have registered its trajectory and the number of counted ions.

Since 250 MeV protons have very low LET (8 107 keV/em in 1 Torr of propane,
corresponding to about 1 ionization every 3 cm), clusters with 2 or more ions are exceedingly
rare; therefore the fraction of events where one ion is detected is proportional to the track
average ion extraction efficiency, namely:

Ie(x, y,z)dl = %fl (x,) (4.2)

track length o

where x is the SV axis direction, z is the beam direction, » is the molecular density, " is the
ionization cross section, &, y, z) is the ion extraction efficiency map and f;(x, y) is the
probability for a projectile, passing at (x, y), to induce exactly one ion which is successfully
extracted from the SV.

To solve numerically eq 4.2 and find &, y, z) given f;(x, y), we must also assume that the
ion extraction efficiency map is cylindrically symmetric around the x axis. The exact details
of the numerical solution of these equations are given elsewhere [86]. A comparison of a
measured map and one obtained from the MC simulation is given in figure 3.18; it shows a
rather good agreement in the marked (dash-dot) region. This is the region which will be
selected using time cuts (see below) to simulate a biological target. The simulated ion cluster
size distributions in the two maps (figure 3.18b) differ by less than 4% (both in the average
cluster size and in the cluster yields).
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As this measurement is extremely difficult, requiring about 80 hours of beam time for the
evaluation of a single map, we have preferred to use the MC simulation, which is validated by
the good agreement with this experiment (see figure 3.18b).
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Figure 3.19 : The time-cut SV maps corresponding to a) The full SV map of figure 3.16b and b)-
e) SVs of 2.5 nm, 5 nm, 12 nm and 24 nm lengths. The thin lines correspond to 10% increments of ion
extraction efficiency; the thick line corresponds to 50% ion extraction efficiency.

3.4.2

Time cuts

As can be seen from figure 3.16, the sensitive volume is rather long (120 nm). In order to
model shorter (10 bp) segments of DNA we need a sensitive volume of about 6 nm length
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(see discussion below). Such a “short” sensitive volume can be obtained by segmenting the
sensitive volume of figure 3.16. As we are recording the arrival time of each ion, it is possible
to trace-back to its deposition distance within the gas volume. We can then select (offline)
only ions arriving from a certain region of the SV, by performing a time-cut on the data.
Sample time-cut sensitive volumes are depicted in figure 3.19. It should be stressed that the
time cuts do not provide a sharp slicing of the SV. Rather, due to diffusion, the SV boundaries
will always be smoothly varying over a few nm. Subsequently an attempt to create a SV
shorter than this (see for example SV in figure 3.19b) will result in a SV of the same
dimensions but with reduced maximal efficiency.

The time cut maps, in figure 3.19, are obtained from the full simulated maps by
multiplying the ion detection efficiency at each point in the map by the probability of an ion
generated at that coordinate to arrive within the selected time window:

Erc (x, y,z) = g(x,y,z)x If(t,x)dt 4.3)

time cut
window

where f{%, x) is the ion arrival time distribution of a needle beam passing at altitude x within
the SV:

_(t—x/vj

1 2

flox)=—_e (2M(x) (4.4)
Ax~ 27

where v is the drift velocity and Ax(x) is the (experimental) width of the distribution.

343 Choice of the sensitive volume

The main feature of the ion counting nanodosimeter, as a tool to study the biological
effects of radiation, is that it can have a DNA-sized sensitive volume. As expected, and
verified by experiments and MC simulations, the ion cluster size distributions, induced by
pencil beams, are rather sensitive to the size of the SV. Although the choice of the SV is an
important one, we have seen that the free parameter in the biophysical model, detailed in §7
below, can compensate for an incorrect selection of the SV size. This will be discussed in
more detail in §7 and §8.3.

We have shown above that the SV is wall-less (i.e. distortion free) and tunable. We must
now tune the sensitive volume to be DNA-sized. First we must define what is “DNA-sized””:

The DNA is a very long and thin molecule (a diameter of 2 nm and a length of several
microns to several meters), of which we are only interested in a short segment. It is
inconceivable that two isolated damages, occurring on opposite edges of a DNA molecule
would interact to form an irreparable damage cluster. On the other hand if the same two
damages were formed on opposing bases, an irreparable double strand break would
immediately follow. The length of our sensitive volume must be therefore equal to the
“correlation length” of damages on the DNA. Studies of the repair of pairs of uracil residues
located in predetermined locations in a short DNA segment, point to lesion interaction lengths
of 7 [94] to 12 [95] bp. The data regarding other types of lesions are scarce. In our work we
assumed that the interaction length of two general lesions is 10 bp

But it is not enough to know the size of the DNA segment. Except for a few academic
studies [96, 97], the interaction of radiation with DNA is invariably in an aqueous
environment. Depending on the actual chemistry of the solution, the majority of damage to
the DNA is due to water radicals formed in the solution, these radicals diffuse and may attack
the DNA. We should therefore expand the sensitive volume to include the range of radicals
which may be of tens or even hundreds of nm depending on the scavenging capacity of the
solution. In our radiobiological studies we have irradiated solutions of two scavenging
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capacities, see table III (in §6); the significance of these two concentrations is discussed in
§6.1.2.

On the other hand, due to the diffusive motion of radicals, they quickly lose correlation
with each other and form a low-level homogenous background of isolated lesions. These do
not interest us. Furthermore, radicals formed more than one or two DNA radii away, will have
an extremely low probability to find the DNA molecule before they are scavenged. We have
therefore selected our biologically relevant sensitive volume to be a cylinder of 4.5 nm
diameter and 7 nm length corresponding to a 10 base pair segment of DNA with a 1.5 nm
“shell” of water molecules (these numbers refer to the 50% ion extraction efficiency contour;
neither the biological nor the ND sensitive volumes are sharp cylinders). This sensitive
volume is reached by segmenting the sensitive volume of figure 3.16b as described above.
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Chapter 4 :

ND studies with charged particle pencil
beams

We have extensively studied the parameters affecting the ND performance and its
operation, both using the internal alpha-particle source and in an accelerator environment,
trying to identify and minimize the systematic errors.

We have investigated: the effect of the IC response, ion focusing and ion cluster-size on
the ion counting efficiency; the effect of event repetition rate and trigger efficiency on pile-up
rejection; the role of beam geometry (alignment and diameter); the effect of secondary charge
multiplication in the sensitive volume and its elimination by pulsing techniques.

4.1 Ion counting efficiency

The number of ions induced in our nanometric SV ranges typically from zero or one for
low LET protons up to 100 for high LET carbon nuclei. lon losses were seen due to
inefficient transfer of the ions to the IC, inefficient ion detection by the IC and due to a
deficiency in the DAQ system. We have also seen an overcounting of ions due to pile-up
events and charge multiplication in the IV and possibly also in the intermediate vacuum
region.

411 The lon counter

As we are counting single ions, the efficiency of the IC (A discrete dynode electron
multiplier, as noted above) to detect few-keV ions is of crucial importance. In [87] we
reported on the absolute single-ion detection efficiency of an “out of the box™ IC. It is seen to
rise with the ion energy reaching an efficiency of about 90% for ions above 4 keV (see figure
4.1). Therefore, accelerating the ions in our setup to 8.2 keV ensures single ion detection
efficiency values close to unity.
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A special concern is the long-term degradation of the IC under vacuum of 10° Torr of
propane (in the detection volume), which is not specified by the producer. We have conducted
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systematic aging studies, to assess the time evolution of the IC efficiency under continuous
operation. These measurements were performed at pressures ranging from 3 10° to 4 107
Torr of argon, air, and propane, in conditions similar to those encountered during regular
operation of the IC in our nanodosimeter.

It was found that the effect of the IC aging depends on the accumulated output charge,
regardless of the operating IC voltage. After accumulating 0.004 Coulombs at its output
(approximately 10® counted ions), the gain and the output pulse-height of a new IC dropped
by about a factor of 2, regardless of the gas type and pressure. For all multipliers units,
investigated, we have found that the output signal stabilizes at a minimal plateau value. The
dependence of the IC aging on the accumulated output charge indicates that the aging occurs
at the surface of the last few (output) dynodes while the input dynodes, which are essential for
providing high ion-counting efficiency, are apparently not affected. Therefore, the IC
efficiency can be maintained at its original value by increasing the IC operating voltage (and
hence its gain) to recover the average pulse height, keeping the electronic threshold
unchanged. This was confirmed by direct measurements of the ion-counting efficiency of
aged ICs. To make sure that all our measurements were performed under constant high
efficiency, the pulse-height spectrum of the IC has been continuously monitored on an
oscilloscope during experiments. The ion counting efficiency was frequently verified by
recording a-particle induced ion cluster distributions. No visible decrease in pulse-height or
in efficiency was seen during our experiments over a period of about two years.

In some cases, we have seen a marked instantaneous drop in the IC efficiency, following
accidental exposure to an excessive ion flux (several nA at its input) or discharges. In most
cases the ion-counting efficiency could be fully restored by adjusting the operating voltages.

Figure 4.2 demonstrates this long term stability of the ND. Shown are two a-particle-
induced cluster size distributions, measured using two different IC units. In between the two
measurements, the ND suffered a catastrophic vacuum failure, resulting in the destruction of
the IC. The ND had to be completely dismantled, cleaned and a new IC was installed.
Nevertheless the ion cluster size distributions are practically identical.
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4.1.2 Loss of ions due to DAQ dead-time

The finite pulse duration (10 nsec at the IC output which is stretched to 25 nsec at the PC
input) combined with the inefficient communication protocol of the DAQ system result in a
dead-time of a few tens of nanoseconds following each ion. Therefore, if several ions,
belonging to the same cluster, reach the IC within a few hundreds of nanoseconds, some of
them could be missed. Moreover, it was found experimentally, that the counting deficiency,
which affects the cluster size distribution, depends on the details of the ion arrival-time
distribution, as well as on the DAQ properties.
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To study this, a series of MC simulations of the DAQ system were performed, using a
Gaussian arrival-time distribution with an RMS value, taken from the experiment (e.g. figure
3.9b). The distribution of time intervals (time between consecutive ions), for clusters of a
given size, obtained from this simulation, with zero dead-time, was compared with the
experimental one (figure 4.3). The latter shows a deficiency at short time intervals with
practically no measured ions arriving at intervals below 40 nsec, corresponding to the width
of the digital pulses entering the DAQ card. In fact, the deficiency extends to time intervals
longer than the electronics’ dead-time and was seen to depend on the cluster size. For
example, for clusters of 40 ions (typical of high LET projectiles such as 40 MeV C nuclei), it
extends to more than 200 nsec, as seen in figure 4.3. This effect is believed to arise from data
corruption within the DAQ card or the PC data bus.
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To evaluate the consequence of this undercounting on the cluster size distributions we
introduced into the DAQ Monte-Carlo simulation a cluster-size dependant effective dead time:
namely a lower A¢ cutoff in the simulation curve of figure 4.3. At was varied linearly as a
function of the cluster size, so that the measured area under the simulated curve and the
experimental one are the same, approximating the experimentally observed undercounting.
Figure 4.4 shows the resulting cluster size as function of the size of the initial cluster
deposited in the ND. The dashed line represents the case without dead time. We see that for
small clusters up to about 5 ions, the undercounting amounts to <5%.It is about 10% for
clusters of 10 ions and larger for larger clusters. The saturation and subsequent decline of the
measured cluster size is due to overlapping single ion pulses which can no longer be
separated.
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Figure 4.5: The effect of undercounting on simulated cluster size distributions induced by 4.25
MeV o-particles (a) and 24.8 MeV carbon nuclei (b). The full and open symbols represent simulated
cluster size distributions without and with model-calculated undercounting, respectively. For the alpha
particles (LET=107 keV/um) the effect is mainly seen in the tail. For the carbon nuclei (LET= ~600
keV/um) the effect is very pronounced.

This phenomenon limits the maximal cluster size that can be reliably measured with the
current DAQ electronics. Figure 4.5 shows the effect of the undercounting on simulated ion
cluster size distributions induced by alpha particles and carbon nuclei. For the lower LET
alpha particles, there is a small shift in the distribution peak of about 10%, and the whole
distribution is affected as the loss increases with cluster size. For the higher LET carbon
nuclei, the situation is much worse; the average cluster size being more than 60 ions, half of
them are lost due to the DAQ dead-time.

41.3 lon transfer to the ion counter

The ion transfer efficiency to the IC depends on the electric fields below the extraction
aperture, which should be carefully optimized. This was done by monitoring the alpha-
induced average ion cluster size variation with the voltages applied on the four electrodes
below the aperture (figure 3.4).

The first electrode (A;) controls most of the focusing field (£,) near the ion extraction
aperture. The average cluster size increases linearly with the applied potential (see figure 4.6)
due to the increasing focusing effect of E», leading to an increase in the sensitive volume
diameter, this was also seen in our SV calculations. Only at very high fields the relationship
becomes nonlinear due to secondary effects, possibly charge multiplication in the residual gas
present in the intermediate vacuum region.
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Figure 4.6: Dependence of the average cluster size on the voltage on A,. The increase in average
cluster size is due to increasing penetration of E, through the aperture and a subsequent increase in
focusing. The deviation from a straight line is due to secondary effects (possibly charge multiplication)
in the vicinity of the aperture and is accompanied by a significant broadening of the ion arrival time
distribution. The arrow denotes the voltage required to obtain the maps of figure 3.16.
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In addition, some electric field penetration from electrodes A,-A4 into the vicinity of the
ion extraction aperture, may affect the focusing field by as much as 10%, resulting in a slight
increase of the SV. This increase of £, was compensated by slightly decreasing the potential
onA;.

Significant losses of ions during their transport through the apertures A;-A4 were observed
only in cases where the potential of a given electrode was more positive than that above it.
The potential sequence on the electrodes A;-A4 was optimized according to this criterion.
Except where implicitly noted, in all of our studies we used -284 V on A, -470 V on A,, -800
V on A; and -2830 V on A4. The SV map was then calculated, based on these voltages (see
§3.4.1 above).

It should be noted however, that the conditions for optimal transfer of ions from the ion
extraction aperture to the ion counter do not necessarily imply full transfer efficiency,
although the agreement between measured and simulated cluster-size distributions support it.

41.4 Other secondary effects

We have also seen an excess of large ion clusters (with respect to simulations, see below)
appearing at a frequency of 107. This effect was seen to some extent with all measured
particle beams, including the internal alpha source. It was also seen in an experiment where
triggering was performed using an energy-sensitive detector, selecting offline a
“monochromatic” beam (see §4.3.3 below). Therefore, this distortion cannot be attributed to
the beam quality, but rather is inherent to the ND.

Systematic studies revealed that this distortion probably arises from secondary processes,
occurring below the ion extraction aperture (and probably very close to it). Such secondary
effects could be attributed to the relatively high electric fields and the poor vacuum conditions
(A residual gas pressure of between 10~ to 10™ Torr) in this region, which may join to induce
excess ions.

We have found that this distortion, resulting in an excess of large ion clusters occurring in
10~ of the events cannot be overcome by a simple adjustment of the electric fields in the ND
without a significant loss of the ion detection efficiency. We have therefore decided to operate
the ND at these conditions, keeping in mind that the distortion is orders of magnitude smaller
than the expected accuracy of the gas model (about 12%, see §2.2.3).

4.2 Sensitive volume shaping
421 Charge multiplication

The sensitive volume maps in figure 3.16 correspond to an electric field in the IV of £;=60
V/em. A lower electric field will lead to a shorter SV map and to reduced ion extraction
efficiency. However, at such high electric fields, (specifically when £, > ~40 V/cm Torr),
ionization electrons induced in the gas by the projectile particle, may induce further
ionizations en route to the anode, generating additional ions. This is clearly seen in figure 4.7,
which shows the gain curve of propane, measured at our conditions. At a field of 60 V/cm, the
gain over a 35 mm distance (the typical electron path from the track to the anode) is 1.6. This
excess is slightly corrected by the low ion extraction efficiency near the anode (see figure
3.16), where most excess ions are formed (due to the exponential development of the
avalanche) but still results in an overestimation of the cluster size by about 20%.

In order to overcome this problem we have implemented a pulsed field extraction of the
ions from the IV: At stand-by conditions, before a trigger, the electric field £, is kept at 20
V/em Torr, below the gas multiplication threshold but sufficiently high to sweep away
particle-induced electrons within one or two microseconds. Five microseconds after the beam

45



particle trigger, E; is raised to the desired value of 60 V/cm for sufficient time for collecting
all ions form the IV (100-200 psec).

The effect of pulsing £, is seen in figures 4.8 and 4.9, comparing the ND operation in
pulsed- and DC-modes (E,= 60 V/cm). Figure 4.8 compares the measured a-particle induced
ion arrival time distributions. The excess of ions arriving after the main peak of the
distribution in the DC mode is due to charge multiplication within the IV. The corresponding
cluster size distributions are shown in figure 4.9, displaying a significant increase in the mean
number of ions in DC compared to pulsed mode.
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4.2.2 Focusing field

As we have shown in the previous chapter, the sensitive volume shape can be tuned by an
adjustment of the potential on the electrodes below the ion extraction aperture. By changing
the focusing field, E,, the sensitive volume diameter is varied. Figure 4.10 shows the
measured ion cluster size distributions induced by 4.3 MeV alpha particles in the two
sensitive volumes of figure 3.16. These two measurements differ only in the value of £, They
demonstrate the flexibility of our ion counting nanodosimeter, which permits an easy
adjustment of the SV dimensions
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423 lon drift velocity

Using the movable collimator, on the Pelletron setup, it is rather simple to measure the ion
drift velocity in our conditions. Figure 4.11 shows the measured ion arrival time, in pulsed
and DC mode, when the beam was scanned along the SV. In both cases the ion drift velocity
is 0.43+£0.01 mm/usec, which is equivalent to 1.2 nm/usec in the tissue scale. This is in rather
good agreement with the value in [98] (0.4 mm/usec).
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4.2.4 Time cuts along the sensitive volume

Applying time cuts along the SV permits correlating the frequency of ionization clusters of
given size with the distance from the beam axis; thus providing information about beam
ionization profile. Two examples are shown in figure 4.12.

Figure 4.12a shows the cluster size distribution within a 4.5 nm diameter and 5 nm long
sensitive volume selected at different distances from the beam axis: centered on the beam axis
and displaced towards the aperture plane by 6 nm and 12 nm, respectively. This type of
analysis may be useful in investigating the track structure. The 1 mm diameter 13.6 MeV
proton beam passes 15 mm (~ 42 nm) above the aperture.

Figure 4.12b provides the cluster size distributions in a series of slices, selected from the
sensitive volume shown in figure 3.16b. The slices, of about 5 nm diameter extend 2.5, 5, 12
and 24 nm on both sides of the beam axis.
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Figure 4.12 : Experimental results of ionization cluster-size distributions, induced in slices of
the sensitive volume shown in figure 3.16b, selecting various ion arrival-time windows. a) A 5 nm long
SV, centered on the beam axis and displaced towards the aperture plane by 6 nm and 12 nm. b)
Centered on the beam axis and extending by 2.5, 5, 12 and 24 nm on both sides (corresponding to the
sensitive volumes in figure 3.19b-e.

4.3 Accelerator-related studies
4.31 Beam flux

The main concern when operating the ND in an accelerator environment is the high flux of
particles traversing the IV. Operating the ND at a high particle repetition rate (compared to
the ND “dead time” of ~100 psec - see §3.1.5) may result in an occasional overlap of ion
clusters deposited by more than one projectile; this will be registered as a single cluster with a
large number of ions (denoted cluster pileup — CPU). As a result we will have an artificial
increase of the average cluster size (linear in beam flux),as shown in figure 4.13; the figure
compares the measured average cluster sizes at different beam fluxes using “efficient” and
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“inefficient” triggering (the latter resulting in inefficient CPU rejection). The CPU will also
affect the ion arrival time distribution; it will result in a constant background of ions,
originating from non-triggering projectiles (which are naturally not correlated with the
trigger). This effect is clearly seen in figure B.4 (appendix B).

In order to quantify the effects of inefficient CPU rejection, we have performed MC
simulations of the DAQ system, detailed in appendix B. The conclusion of these studies is
that for an 80% efficient trigger, the current beam geometry and a beam flux of up to 1.5 kHz
there is no noticeable distortion of the measured cluster size distribution, by CPU events.
The beam flux in all experiments was set based on this criterion.
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Figure 4.13: Beam flux dependence of the measured average cluster size. The solid symbols
provide the flux dependence of the measured average cluster size of 24.8 MeV carbon nuclei, when the
ND is triggered only on the collimated PMT (see figure 3.11). The open symbols provide the beam flux
dependence of the average cluster size of 62.8 MeV carbon nuclei, when the ND is triggered on the
MWPC and the collimated events are selected after pileup rejection (using the PMT signal as a flag —
see §3.1.5. The lines are linear fits: In the first case there is an obvious linear increase of the measured
cluster size with beam flux. In the second case the linear fit is almost flat (slope=-3 +3 10 Hz™).

4.3.2 Alignment

As the sensitive volume is rather small, of about 2 mm diameter in gas, and there is a
strong variation in the ion collection efficiency across it, the beam alignment and shaping in a
narrow-beam irradiation mode, is of crucial importance. Figure 4.14 illustrates this point,
showing the effect of alignment on the simulated alpha-induced cluster size distributions.
The mean cluster size drops by 40% when the beam shifts from the center of the SV by 0.6
mm. This type of behavior was also seen in early experiments, where the beam alignment was
not well controlled.

In order to overcome this problem we have optically aligned all collimators and the ND
sensitive volume axis to a precision of better than 0.2 mm. We have seen that once such an
alignment was maintained, the measured cluster size distributions became reproducible, see
for example figure 4.2.
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4.3.3 Energy spread

During the alpha-particle measurements we have seen that the ND is sensitive to variations
in the energy of the projectile particle: two **'Am sources, differing in energy by about 10%
(probably due to a different thickness protective coating), yielded noticeably different cluster
size distributions. It was therefore important to test if the cluster size distributions are
sensitive to the spread in accelerator beam energy or to beam contaminations. To this end we
modified the electronics scheme of figure 3.14. We removed the MWPC and replaced the
collimated scintillation detector with a silicon surface barrier diode. The signal from the diode
was split in to two signals, the first connected to the trigger data stream and the second,
through a single channel analyzer (SCA) to the flag data stream. This enabled measuring the
cluster size distribution due an energy-selected proton beam (This experiment was only
performed with 7 MeV protons; the diode used was too thin for stopping higher energy
protons). Figure 4.15 shows the full energy distribution of the beam as well as two examples
of energy-selected beams, along with the obtained cluster size distributions. As can be clearly
seen, the small amount of beam “contamination” (seen as a low energy tail in figure 4.15a)
does not significantly affect the cluster size distribution. Furthermore, the cluster size
distribution is not sensitive to the energy broadening in the beam. This is natural as the
variation of specific ionization with energy is rather slow.
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Figure 4.15: The energy distribution of a 7.15 MeV protons beam. a) The full beam having
about 190 keV FWHM and a low energy tail , b) energy-selected beams without the tail, ¢) energy-
selected beam with about 50 keV FWHM. d) The resulting cluster size distributions are practically
identical.
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4.4

The parameters of the various particle beams tested, spanning a large range of LET values,
are shown in table I. Beam energies at the target as well as the straggling were calculated
using the SRIM 2000 [90] software package, based on the known beamline geometry and the
accelerator operating voltage. At all projectile energies, correspond to fully stripped ions,
except for 24.8 MeV carbon ions which consists of 62% C®, 34% C°" and 2% C*" (an
effective charge state of 5.7).

lon cluster distributions induced by pencil beams

Table I: Parameters and results of the narrow beam measurements. Average cluster sizes
refer to the sensitive volume shown in figure 3.17b. (*SS=stainless steel)

Projectile Energy Scattering LET in Average cluster size
Before foil After foil foil water Measured Simulated
[MeV] [MeV] [keV/pm] [ions] [ions]
1. Protons
22 19.3+0.1 100 um SS* 2.3 0.29 0.26
17 13.6+0.1 50.8 um SS* 3.6 0.38 0.36
12 7.15+0.23 50.8 um SS* 6 0.63 0.62
2. Alpha aprticles
4.25+0.27 107 10.5 10.6
3. Carbon nuclei
72 62.8+0.1 25 um mylar 270 21.06 26.91
60 49.2+0.1 25 um mylar 320 23.99 33.69
40 24.8+0.2 25 um mylar 500 27.76 51.13
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Figure 4.16: Dependence of the measured average cluster size on the LET (in water). Data is
shown for different particles and energies in the sensitive volume in figure 3.16b. The dashed line is
given to guide the eye. The deviation from linearity at large LET values is due to the DAQ dead-time
as described in §4.1.2.

4.4.1

Protons of 7-20 MeV have LET values in water between 2.7 and 6 keV/um. At these
relatively low LET values, large ion clusters are rare and 50-90% of the projectiles generate
no ions within the sensitive volume (even though the projectile passes through its center). As

Proton results
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expected, the average cluster size rises linearly with LET (see figure 4.16), by approximately
one ion for every 10.5 keV/um (corresponding to a w; value of 24 eV, consistent with the
ICRU recommended value of 26.2 eV [99]), up to LET values of ~100 keV/um; then ion
undercounting begins to distort the measurements. The measured and MC-calculated
cluster-size distributions for protons of various energies are compared in figure 4.17a-c. There
is a very good correspondence between the measurements and simulations, down to
frequencies of 1 107 (~10 ions per cluster).

At lower frequencies, we have an excess of measured ions with respect to the simulation.
This excess, resulting in an excess of 10°-10* in large cluster yields, is apparently due to
secondary processes occurring in the volume immediately below the ion extraction aperture
(as discussed in §4.1.4).

100ﬁ ‘ RARMS RAARS RAMAS AN MAMM MAAM :
La)  7.15MeV Protons [ d) 24.8 MeV C*
% 6keV/um 500 keV/um
1074 |
[
. ]
4 { §
0 Hite
C L = T
GJ 0
> 10 ‘ -
8 Eb)i 13.6 MeV Protons e) 49.3 MeV C ]
= Eh 3.6 keV/um 320 keV/um
Q 107 |
C
= g
3
o 107 o
< i
0 ﬁE,J
10T I
é\LC) 19.3 MeV Protons
L0 2.7 keV/um
107 ¢

Wai

0 5 10 15 20 25 30 35 40 45 0 10 20 30 40 50 60 70 80 90100
lon cluster-size
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distributions for protons and carbon ions of different energies. Propane 0.9 Torr; the sensitive volume
map is shown in figure 3.16b; in all cases the beam diameter is 1 mm.
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4.4.2 High LET projectiles

Cluster size distributions induced by alpha particles and carbon nuclei were measured in
the LET range of 100 to >500 keV/um (in water) (see figures 4.10 and 4.17d-f). At this LET
range, the measured average cluster size is between 10 and 30 ions and undercounting of ions
(described in §4.1.2) becomes evident. Consequently, the correspondence between the
measurements and the simulations deteriorates with rising LET. In the alpha-particle data
(figures 4.5a and 4.10) the undercounting only leads to a small shift in the peak of the
distribution of about 10%, whereas in the carbon data (figures 4.5b and 4.17d-f) it is clearly
manifested as a large shift of the whole distribution.

As with the proton data, here too there is an excess of large clusters compared to that
expected from the MC. This is clearly seen as an excess of clusters larger than ~20 ions in the
alpha particle data (figure 4.10). In the carbon data (figure 4.17d-f), the excess is seen as a
change in the falling slope of the cluster size distribution, as compared to that of the MC
simulation.

4.5 Conclusions

The presented data demonstrate the strength and the limitations of the ion-counting
nanodosimeter. The nanodosimeter provides a tunable, wall-less sensitive volume, where SV
tuning can be performed either by an adjustment of the applied voltages or by an off line
analysis of the data collected in a larger sensitive volume. Ions, formed in the SV are
efficiently extracted and counted; this is assured by the efficient ion transport to the ion
counter and by the IC’s excellent single-ion counting efficiency. The ND can reliably record
ion cluster sizes up to about 20 ions/cluster. We have however seen that secondary effects in
the ND limit it to detecting rare, large, ion clusters only at frequencies above 107

Although the ND is rather sensitive to variations in its operating voltages, we have
developed procedures for ensuring optimal operating conditions. The ion-counting
nanodosimeter can therefore operate reliably and reproducibly at moderate particle
repetition rates (up to 10 kHz — with a fully efficient trigger).

The good agreement between the measured ion cluster size distributions and the simulated
ones indicates our full understanding of both the ND operation and the physics of ion
deposition in gas. In the next chapter we describe precise measurements of ionization cluster
size distributions in conditions relevant to the understanding of radiation damage to DNA.
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Chapter 5 :
Measurements with biologically relevant beams

While the ND characterization was performed with well-defined pencil beams,
nanodosimetric experiments, relevant to radiation biology, require use of broad, spatially
uniform radiation fields. This is indeed the situation when irradiating tissue, where the
relevant target size is a DNA segment of a few tens of nm’, randomly located within a few-
um’® nucleus. Naturally, there is no spatial correlation between the radiation track and the
target. Therefore in order to correlate between biological and physical experiments, we have
to use sufficiently broad beams.

5.1 The required beam dimensions
The logical criterion for a “sufficiently” broad beam is the following:

The beam should be broad enough so that any further increase in the beam diameter
would not result in a difference in the ionization cluster spectra.

To fulfill this criterion the beam diameter should be larger than that of the SV by the
maximal range of 3-electrons, the track ends of which induce dense ionization clusters. From
figure 2.1 this range is seen to be up to a few um in water (which corresponds to many meters
in gas in the lab frame. Due to the limited size of the vacuum chamber it is not feasible to use
a beam larger than a few centimeters, centered on the SV, while avoiding beam impact on
walls and electrodes and maintaining high ion extraction efficiency. Luckily, the delta
electron’s range distribution is steeply dropping and only a very small fraction of the &-
electrons actually attain the highest range.

In order to evaluate the effect of long-range delta electrons we have used our Monte-Carlo
simulation code for recording the distance of ion formation from the projectile track (see
example in figure 5.1). From these simulations we see that for 20 MeV protons and similarly
26 MeV helium nuclei (not shown), ~93% of the ions are formed within a 10 mm distance
from the projectile’s track. This implies that a beam of about 20 mm diameter could be
adequately used as a broad beam. For 1 MeV protons, an even narrower beam would be
sufficient as 97% of the ionizations are formed within 10 mm of the track axis.

The fact that the maximal kinematically allowed range of d-electrons is much larger than
this beam diameter does not change significantly our cluster size distribution, neither in
simulations nor in measurements, due to the very low probability to attain this maximum. We
have therefore selected to work with a 20 mm diameter beam. In our experiments, described
below, we have verified that this beam diameter is adequate; indeed, even narrower, 7 mm
diameter, beams (roughly twice the SV diameter) yielded “similar ionization cluster size
distributions” to those of the 20 mm diameter beams in both experiments and simulations (see
§5.3.2 below and table II).

Some care has to be taken when defining “similar ionization cluster size distributions”. It
is expected that, above a certain beam diameter, the relative yield of “zero-ion” clusters will
increase linearly with the beam area (quadratically with the diameter). This is simply due to
ions passing far from the SV and not depositing any ions in it. This type of “difference in
effect” is not physically meaningful and should be ignored.
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Figure 5.1: Simulated beam profile of 1 and 19 MeV protons (the data for 26 MeV helium nuclei
nearly overlaps that of the 19 MeV protons and is not shown for clarity).
a) The cumulative fraction of the ions as a function of the distance from the proton track.
b) The differential fraction of ions induced as a function of the distance from the track.
Note that the low-energy protons have smaller 5-electron range compared to the high-energy ones.

In order to physically characterize a broad beam radiation field, independent of its
diameter, we must look at the ionization cluster size distributions normalized without the
zero-ion clusters (the so-called “conditional distributions” described in [63] — see §2.3). It
should be stressed that the use of such distributions results in the loss of important
information, related to primary particle passing through the SV without interaction. However,
for the characterization of our nanodosimetric method and for comparison with other
microdosimetric techniques and with biology (also not sensitive to “zero-dose” events) the
use of a conditional cluster size distribution is sufficient.

It should be further stressed that the broad-beam geometry we are using is still different
from that experienced by an irradiated DNA molecule: in biological matter, DNA has no
preferred orientation, while in our experiments the beam is always perpendicular to the SV
(£3°). This effect is only important when looking at primary ionizations, which comprise
~50% of the deposited ionizations; the -electrons have no preferred orientation in the plane
perpendicular to the beam and therefore no preferred orientation with respect to the SV axis
which lies in this plane . The energy deposited in the sensitive volume (due to primary
ionizations in a single track) is proportional to the track length. The difference between an
isotropic irradiation and the one in our ND is seen in figure 5.2. The magnitude of the
resulting distortion in the ionization cluster size spectra can be estimated by comparing the
average length of track segments within the SV irradiated isotropically and by a parallel
infinite beam. The first case corresponds to calculating the average chord length of a cylinder,
while the second corresponds to calculating the same average chord length but in only two
dimensions.

Figure 5.2: A schematic comparison of
possible ion tracks in (a) an isotropic
irradiation field and (b) the one in our ND: In
the ND the beam is perpendicular to the SV
axis. In both cases, the arrows denote
possible radiation tracks traversing the SV.




Assuming that the SV is a right cylinder (of diameter D and height 2D) we get, according
to [100], an average chord length of Lg=0.8D for the SV irradiated isotropically and
Lp=m/4D=0.785D for the SV irradiated by a parallel beam. Since the number of primary
ionizations (induced by a single particle along a track segment) is Poisson distributed with an
average proportional to the track segment length, the two irradiation modes (isotropic and
parallel) should yield (at least on average) the same primary-ionization cluster size
distribution.

5.2 Broad-beam setup
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Figure 5.3: The accelerator beam line setup used for broad beam measurements at the WIS
Pelletron accelerator. The distances between the scattering foil and the anti-scattering (AS) rings are
somewhat different in the Van de Graaff setup.

The beam line setup used for broad-beam irradiation of the nanodosimeter, at the WIS
Pelletron and Van de Graaff accelerators, is shown in figure 5.3. As for the pencil beam, the
accelerator beam is spread by a scattering foil and then defined with a collimator. The beam
collimator, however, has a larger diameter of 5 or 15 mm. As we no longer confine the beam
to one mm diameter, we have added several 20 mm diameter anti-scattering (AS) apertures
within the beam line to prevent unwanted scattering from the beam pipe walls. The,
previously employed, MWPC trigger detector was replaced with a vacuum operated double
MCP (multi channel plate; Elmul model E033VP43) detector coupled to a phosphor screen
and a CCD camera. The projectile particles impinging on the MCP surface (or the channel
walls) create secondary electrons which are then multiplied inside channels. The large (10°)
electron cloud emerging from the other side of the channel is accelerated onto a phosphor
screen forming a light spot which is imaged onto a CCD camera (see figure 5.4). The electron
signal is also used as a trigger for the ND. The MCP provides higher detection efficiency and
better uniformity. Fast pulses from the phosphor were used to trigger the ND while the 2D
image, integrated over many events, was used for monitoring the beam geometry and
uniformity. Here the exact beam geometry is less crucial, so there is no need for a secondary

trigger (flag).

Due to gain inhomogeneities in the MCP, we could not use it directly as a measure of
beam uniformity. Rather: the CCD camera was operated with short integration time such that
each frame contains a few tens of particle-induced light spots (of varying size and intensity);
each frame was analyzed separately, replacing each light spot with a “standard” one [101] and
the frames were then integrated.
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Phosphor Figure 5.4 : the operation of an MCP
screen detector.
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Figure 5.5:a) Raw data from the phosphor screen, integrated over 10° projectiles (26 MeV
helium nuclei). b) The same data set analyzed as described in the text, to eliminate the MCP
inhomogeneity.
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Figure 5.6: The 2D images obtained from the MCP detector for a (a)19.3 MeV proton beam and
a (b) 1.03 MeV proton beam. Also shown are the beam profiles on both axes. For the 19.3 MeV
protons there is <5% variation over the whole beam area (beam diameter 20 mm). For the 1.03 MeV
protons the beam profile is a Gaussian with 24 mm FWHM.
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The advantage of using such a technique is clear from figure 5.5. Figure 5.5a shows the
integrated image (without the analysis) of a uniform helium nuclei beam (as verified using
radiochromic film — Gafchromic, Nuclear Assoc., NY). Note the radially varying intensity,
due to a nonuniform MCP gain and the region of lower intensity at the right hand side, due to
a vacuum grease smudge on the outside of the vacuum window between the phosphor screen
and the CCD camera. A more reliable measure of beam uniformity is seen in figure 5.5b, after
the analysis.

The active diameter of the MCP (25 mm) was seen to be only slightly larger than the
maximal diameter of the beam (23 mm at the MCP). Therefore, in order to maintain the
trigger efficiency, care was taken to align the MCP to the beam axis, so that the entire beam is
within its active area. The SV was optically aligned with respect to the beam axis as above
(§4.3.2).

The Low LET data (250 MeV protons) were obtained at the proton synchrotron of the
Loma Linda University Medical Center. A dataset was collected, with the nanodosimeter
irradiated with a broad, non-uniform, beam of protons (5x1 cm). Using the tracking system,
detailed elsewhere [86], precise beam geometry and beam energy could be selected on an
event-by-event basis, offline.

5.3 Results and discussion
5.3.1 Beam quality

We have performed broad beam measurements using the beams detailed in table II,
spanning an LET range of 0.4 to 25.5 keV/um (in water). Measurements of 7-20 MeV protons
and (fully stripped) helium nuclei, at the WIS Pelletron accelerator, as well as 250 MeV
protons, at the LLU proton synchrotron, were done with sharply defined 7 mm diameter and
20 mm diameter beams.

For low-energy (1 MeV) proton measurements, performed at the WIS van de Graff
accelerator, a considerable amount of scattering in the ND entrance window was observed;
Figure 5.6 compares the beam spot on the MCP for 19.3 MeV and 1 MeV protons. As a
result, the beam profile is Gaussian with FWHM values of 18 mm and 24 mm (at the SV).
MC simulations (see 5.7) show that this beam inhomogeneity is manifested in the absolute
cluster size distribution. However the conditional cluster size distributions are unaffected,
implying that there is indeed no practical difference between an ideal beam and the one used.

On the other hand, for such a broadened beam there is a significant geometrical
inefficiency of the MCP: As the MCP diameter is 25 mm, protons, which are scattered by the
ND entrance and exit windows, may not be detected. Based on the beam geometry
measurements, the fraction of non-triggering protons is 51% for the larger beam diameter. As
we have measured at a low beam flux (~800 protons/sec), this is not expected to affect the
results. Indeed, MC simulations of the DAQ system (figure B.5 in Appendix B), operated at
low flux and low trigger efficiency, indicate that at this beam flux, there is no distortion in the
cluster size distribution.

Initially we have assumed that as long as the beam diameter is “large enough”, the cluster
size distribution should be independent of it. Based on simulations, we claimed that a 20 mm
diameter beam is “large enough”. This hypothesis is tested in figure 5.8. In figure 5.8 a, we
see a large discrepancy, comparing the cluster size distributions induced by a 20 mm diameter
and by a 6.5 mm diameter beams. But the discrepancy is only in the frequency of zero
clusters, namely it is only due to an excess of protons passing far from the sensitive volume;
this alters the relative normalization of the two distributions as evidenced by the fact that they
are parallel. If we normalize the cluster size distribution without the zeros (as suggested
above, seen in figure 5.8 b) the cluster size distributions overlap perfectly. This is a clear
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indication that our SV is irradiated with a uniform beam, which is broad enough to be
considered “infinite”. This was seen in all studied beams (protons of 1 to 250 MeV and 26
MeV helium nuclei — see figures 5.9 and 5.10), spanning 3 orders of magnitude in ionization
density, and indicating that a beam diameter of 6.5 mm is also “sufficiently broad” for our

studies.
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Figure 5.7: Simulated ion cluster size
distributions of 1 MeV protons in the ideal case
(20 mm diameter, monoenergetic and spatially
uniform beam — open symbols) and the realistic
one obtained in our experiments (full symbols).
Both simulations were done using the sensitive
volume of 3.17b. a) The absolute cluster size
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Figure 5.8 : Cluster size distributions for
19.3 MeV protons in the sensitive volume of
figure 3.16b. A comparison of a 6.5 mm
diameter beam and a 20 mm diameter beam
with simulations (note the agreement between
experiment and simulation).

a) Absolute cluster size distribution, b)
conditional cluster size distribution



10°

W W W

-
’\%\ He 25.5MeV g proton 1 MeV
10? Qo QQ‘H'Q
HEQ:Q:Q, i 999
Q- :9:000 : .HI—O*O:%.‘ Toog
1x10* 82000005, ey, 00 00,0,
.,._(. O OOO‘O’ '1.1 0-0-00.
\l‘ .i
>
2 \\ Proton 7.15MeV 3 proton 13.6 MeV —
] PIRN o
§_ 10 _O\O \Q\
N hoN

Lat) 0. ‘e o O:Q‘ \Q*C];OLQ‘
5 1x10* W e 00T, Wgoo
ol w, [Coog g *a OO O000d.

f B o504 Bay ReZofoToRoTort s
2 ey 717977 N 7R
10°\ L1 L 8] |

\ Proton 19.3 MeV ﬁ\ Proton 250 MeV
107 b
b\o I\O
4 OUO‘O) .\S\O‘ .
-1 0000, l.\r OO0
e Q. Ll U] o
10° o | Y9598 T
0 5 10 15 20 25 30 5 10 15 20 25 3
Cluster size Cluster size
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5.3.2 Cluster size distributions

In figure 5.9 we show the measured absolute cluster size distributions, in the sensitive
volume of figure 3.17b, for all measured beams (see table II). As above, there is a rather good
correspondence with the simulations for most data sets. The exceptions are the 1 MeV and
250 MeV protons where there is a large discrepancy between the measured and simulated
cluster size distributions for all cluster sizes. For the first, the discrepancy probably arises
from inappropriate description of the beam geometry, resulting in a small excess of zero
clusters in the simulated dataset (and a change of the overall normalization, shifting the entire
distribution upwards). For the 250 MeV protons, the discrepancy is probably due to
inefficient triggering of the ND, resulting in an artificial formation of large clusters (see
§4.3.1 and Appendix B).

When we compare the conditional cluster size distributions (figure 5.10), this discrepancy
vanishes. However there remains in all data sets a consistent increase of 15% in the measured
average cluster size with respect to the simulated one. This is due to the secondary effects in
the low vacuum region of the ND (see §4.1.4). These rare large clusters are naturally more
frequent in the conditional cluster size distributions, which contain only events with at least
one ion.
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Figure 5.10: Conditional cluster size distributions, taken under broad-beam conditions,
induced by protons and helium nuclei of various energies in the sensitive volume of figure 3.17b. The
open circles denote the measurements and the closed squares denote the MC simulations. In all cases
the error bars are smaller than the symbols.

5.3.3 Protons vs. helium nuclei

It is interesting to note the difference between the data for 1.03 MeV protons and 26 MeV
helium nuclei (the two top panels in figure 5.10, overlaid in figure 5.11). These two radiation
fields have the same LET (25.5 keV/um), namely the same average energy deposition.
However, we clearly see that the protons have higher probability to induce larger clusters,
also in our simulations. We have found that this difference can be attributed to the smaller
velocity of the protons, resulting in a shorter -electron range and therefore a more compact
track structure (see also figures 2.1and 5.1).

Figure 5.11 demonstrates an important point studied within this thesis work: The ND
focuses at measuring radiation effects on a nanometer scale. In the figure we see that two
macroscopically-identical radiation fields (having the same LET) that differ in the 6-electron
energy spectra, display different nanometric track structure. While this was known in the
past, based on MC track structure codes, as well as on irradiation of various chemical and
biological systems, this is the first time that this effect is measured directly in a physical
system.
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This effect is responsible, for example, for the results of [102-104]. In their work,
Goodhead at al. exposed various types of cells to protons and helium nuclei having the same
LET, and indeed observed that, in some cellular systems, the protons are twice as lethal. In §6
we will demonstrate the same trend in our irradiated DNA.

5.34 Measurements in a DNA-sized sensitive volume

As noted above, the SV with which we have measured the data of figure 5.10 is too large.
The ideal SV for modeling DNA damage is a cylinder of 4.5 nm diameter and 8 nm length.
Figure 5.12 shows the data of figure 5.9 reanalysed with a time cut corresponding to the
sensitive volume of figure 3.19¢. The significance of this sensitive volume is discussed in
§3.4.3. These data will be used in the biophysical model of §7.

5.4 Conclusions

After a thorough characterization of the ion-counting nanodosimeter, using well defined
pencil beams, precise cluster size distributions could be measured in conditions relevant to
radiation biology. We have exposed the ND to broad, homogenous particle beams (diameters
of 6.5 and 20 mm). The ND sensitive volume in which the distributions were measured is
larger than the ideal one (it is much longer). Using the ion time-of-flight we were able to
select offline, a segment of this sensitive volume which is “DNA-sized”.

These data are discussed in more detail in §8.1.2 and will be used in §7 as a comparison to
radiobiological data presented in the next chapter.
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Chapter 6 :
Radiobiological measurements

In parallel to the physical (nanodosimetric) measurements in a gas model of DNA, we
have measured directly the radiation effects in a plasmid test system. These experiments are
also described in [105].

6.1 The radiobiological test system

The test system needs to be able to quantify the yield of clustered lesions in DNA in
conditions mimicking the cellular environment.

Over the last three decades, simple experimental model systems of viral or plasmid DNA
have been used to study the LET dependence of DNA lesions. These studies are typically
performed at low scavenging concentrations to avoid the problem of large doses and long
irradiation times needed at high scavenging conditions. However, these conditions are not
necessarily representative for cellular ones. In our experiments we have performed DNA
irradiations in both low and high scavenging conditions, the latter chosen as to be
representative of the cellular environment.

In the irradiated DNA we have quantified the formation of strand breaks (by gel
electrophoresis) and of clustered base lesions, by transforming them (within a bacterial host)
to strand breaks.

Hind 1t

Figure 6.1: The plasmid pHAZE, contains a
gene for antibiotics resistance (amp), and a
bacterial origin of replication (ori). The other
genes were not used in this work. Copied from
[106]. © 1990 Elsevier.

— ot

pHAZE

10,327 bp

6.1.1 The pHAZE plasmid

As a test system we used a thin film of the plasmid pHAZE [106] (10,327 base-pairs (bp),
figure 6.1), containing a gene for antibiotics (Ampicilin) resistance, as well as several other
genes required for its replication within E. Coli bacteria.
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6.1.2 Irradiation conditions

As noted above (cf. §2.1.1), damage to DNA can occur through both direct ionization of
the DNA molecule and through the mediation of OH" radicals (“indirect effect”). In cells, the
DNA is partially protected from radicals by scavenger molecules. It is, nevertheless, useful to
study the damage yields under different scavenger concentrations. This may provide insight
on the interplay between the direct and indirect effects in the cellular environment.

In our experiments, the plasmid was irradiated in a buffered (constant pH) aqueous
solution, containing 2 mM or 200 mM of the radical scavenger glycerol, which modifies the
radiation effect by scavenging the radicals formed by the radiation in water (see table I1I). We
have chosen the radical scavenger glycerol because it does not form reactive species under
irradiation [107].

Glycerol Radical Radical  Contribution Table III: — radical = drift
. o ) parameters. The radical lifetimes
concentration lifetime range of radicals were taken from [108]. The radical
[mM] [nsec] [nm] ranges were calculated using eq. 5 in
[12]. The contribution of radicals

2 260 77 999, corresponds to the ratio of SSBs
induced by radicals to all SSBs

200 2.6 1.7 05% formed, see text. The 200 mM

glycerol concentration is equivalent to the scavenging capacity in a normal cell. The scavenging
capacity of glycerol is 1.9 10° M sec™.

In the high scavenging conditions (which mimic the cellular ones see §2.1.1), the
contribution of the direct effect is about 35% of the total effect; in the low scavenging
conditions it is approximately 1%. These value are obtained by comparing the SSB yield due
to the direct effect (2 10" Gy™ Da™' [109] with the values given for 2 or 200 mM glycerol see
figure 5 of [110]). The concentration of 2 mM was chosen to provide a known, constant,
amount of scavenger which would mask the random scavenging by contaminations in the
irradiated buffer.

The use of a high scavenger concentration required irradiation of the plasmid samples to
extremely high doses (At 200 mM glycerol, the typical dose required to form 1 DSB per
plasmid is about 5000 Gy, roughly 100 particle traversals through the plasmid— see §6.4.2.3).
In order to prevent oxygen depletion (J. Milligan private communication) from the sample
(which will alter the yield of damages) we need to irradiate the sample at a very low dose rate
(typically 10Gy/min) and to allow oxygen to enter the sample. On the other hand, due to the
small sample size, great care has to be taken to prevent the sample from evaporating during
the (several-hour long) irradiations. The sample holder described below (§6.2) was designed
especially for this purpose.

At such high doses, there is a large probability for a single plasmid to be hit by many
independent projectiles. In order to quantify the damage induced by a single projectile, we
have compared the dose-dependence of the damage-yields (obtained by irradiating our
samples at 10-20 different doses with the same radiation field) to a statistical model
developed by R. Cowan [111], see appendix C.

6.1.3 Plasmid purification

In order to obtain meaningful data we must irradiate the plasmid in solution containing no
proteins, no additional DNA or RNA and no scavenger molecules, other than the known
concentration of glycerol. To this end we have purified the plasmid to a level beyond the
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accepted standards of molecular biology. Any deviation from this DNA purification protocol
was seen to result in irreproducibility of the measured data.

The plasmid was first amplified within £. Coli bacteria (for simplicity we used the same
strain of bacteria as for the survival assay, see below), grown in 4 liters of medium containing
100 pg/ml of ampicilin (to eliminate foreign bacteria and bacteria which do not contain the
plasmid from growing). Half way through the incubation, when the bacterial solution reached
an ODgg (optical density at 600 nm) value of 0.6, spectinomycin was added to stop the
bacterial division. The plasmid however continues to be produced in the bacteria, resulting in
a higher number of plasmids per bacterium. The plasmid was then purified from the bacteria
using a plasmid purification kit (MegaPrep, Quiagen).

The resulting plasmid solution was run on an agarose gel, both in its natural state and after
digestion with Hind 11l and Bam HI restriction enzymes. This serves as a consistency check.
The full plasmid is 10,327 bp. After cleavage it should give bands of 3.8 and 6.5 kbp. The two
bands can be easily identified on a gel, when compared to an appropriate DNA ladder.

The next purification step is a CsCl, density gradient. The DNA was added to a solution
containing 100 g CsCl; in 100 ml TE (10 mM Tris-HCI, 1 mM EDTA, pH 8), containing also
10 ml from a 10 mg/ml ethidium bromide stock solution (a fluorescent marker for DNA). The
solution is centrifuged for 72 Hours at 35 kRPM, in special test tubes. At the end of the
centrifugation, two UV-fluorescent bands are seen in the tube. The lower band contains the
plasmid DNA while the upper band contains the bacterial DNA. The lower band is recovered
by piercing the side of the tube with a large bore syringe. The ethidium bromide is removed
by adding the same volume of CsCl,- or NaCl-saturated isopropanol (which is almost not
soluble in water) shaking and removing of the upper, red, phase (isopropanol + ethidium
bromide). This is repeated many times (until the solution is clear + twice more). In order to
remove the isopropanol, the plasmid solution is dialyzed four times in excess of TE.

The final purification step is a gel filtration column using 750 ml Sephacryl S-1000
Superfine resin (Amersham-Pharmacia,) in TE/1 M NaCl buffer. The filtration column is 2.5
cm inner diameter, 1 m length. The fractions containing the plasmid DNA are identified by
UV absorption (260 nm) and run on electrophoresis gel. The fractions containing at least 95%
supercoiled DNA are pooled and stored at 4°C.

To remove the excess NaCl, and replace the TE buffer with the phosphate buffer used in
the irradiation, the plasmid was subjected to diafiltration with 10 mM phosphate buffer (pH 7)
using a Centriplus-YM 100 ultrafiltration unit (Amicon, Millipore).

The typical amount of DNA recovered using this procedure is 1.5-2 mg per 4 liter of
bacteria. Each irradiated sample utilizes about 5Sug of plasmid. In all of our experiments, we
have used about 6 mg of plasmid DNA.

6.2 The irradiation setup

For plasmid irradiations using 1-20 MeV/AMU ions we have adopted the setup described
in [112]. This setup was designed for irradiation of thin plasmid samples by light ions having
well-defined energies. The use of thin samples is definitely required for the study of equal-
LET protons and helium nuclei, but is less critical for the other measurements. The radiation
fields (detailed in table IV in §6.4.2.1) were chosen as to span a large range of LET values
(0.2 to 26 keV/um). In comparing equal-LET protons and helium nuclei, we were limited by
the maximum available acceleration voltage of the WIS Pelletron and Van de Graaff
accelerators (12 MV and 2.5 MV respectively). Both accelerators were run close to their
maximum stable voltage. The accelerator voltages were tuned (based on SRIM [90]
simulations) to yield the same projectile energies (19.3 and 1.03 MeV for protons and 26
MeV for helium nuclei), at the center of the biological sample, as we had within the ND (see
previous chapter and table IV in §6.4.2.1 below). Due to the rapid energy degradation of low-
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energy ions (1 MeV protons in particular) in matter, it is important to irradiate very thin films
of the DNA. This inevitably requires the beam to be broad and uniform.

Figure 6.2: DNA irradiation
setup. A particle beam exits the
accelerator beamline via a thin
Kapton window, passes through a
parallel plate ionization counter
(PPIC) and impinges on the DNA
sample holder. See text for details.
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Figure 6.3: a) A photo of the DNA sample holder. b) The foil support ring. ¢) Front view of a)
showing the buffer droplets (of varying size) added to prevent DNA drying. d) Side view of a) showing
sample extraction after irradiation (The pipette tip and sample drop were exaggerated for clarity).

The irradiation setup is shown schematically in figure 6.2: The scattered beam exits the
accelerator beam line into air via a thin 25 mm diameter window (Kapton 12.7 um). It
traverses a parallel plate ionization chamber (PPIC - used for dose-rate monitoring, see §5.4
of [113] and below) and hits the DNA sample.

The sample holder (on the right in figure 6.2, also shown in figure 6.3) consists of a 20
mm diameter quartz disk (smaller than the beam diameter) embedded in an aluminum frame.
A 5 pl drop of DNA solution is placed on the disk and pressed down with a thin polymer foil
(6um Mylar or 12.7 um Teflon). This results in the formation of a 16 um thick, 20 mm
diameter, film of the DNA solution. In our initial studies we have seen that the Mylar film is
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permeable to water, resulting in a sample-drying time of a few hours. Several alternative films
(Kapton, Saran and various thickness of Mylar) were tested before we found that a 12.7 um
thick Teflon foil is practically impermeable to water and enables >8 hour long irradiations.
Further measures were taken to prevent sample evaporation: we have added about 80 ul of
buffer to the “liquid reservoir” and onto the aluminum frame (around the quartz disk - see
figure 6.3c), creating a humid atmosphere within the sample holder. The holder was also
sealed with an o-ring and its edges were coated with Parafilm. After irradiation the film is cut
along the edge of the holder (opposite from the droplet of irradiation buffer) and pealed off
gently until it is just barely touching the edge of the quartz. The plasmid containing solution
forms a droplet at the boundary between the quartz and the polymer film and can be collected.

For verification of the beam energy we have used a calibrated surface barrier detector,
placed instead of the DNA sample, but covered by the same polymer foil. For verification of
the beam uniformity we have used radiochromic film (Gafchromic™ MD-810, Nuclear
Associates), see for example figure 6.4).
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Figure 6.4: a) A photo of a 19 MeV proton beam, taken using radiochromic film. b) The
digitized intensity along the vertical axis.
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In the low-energy proton irradiations we have seen that the energy degradation of the beam
(within the Sul — 16 um thick sample) results in a large spread in LET (see figure 6.5). We
have therefore used a 3ul sample (forming a 10 um thick film) in these experiments. A
smaller sample could not be handled accurately enough. In these conditions the LET variation
across the sample is ~18% (FWHM). The LET variation in a 5 pl sample traversed by helium
nuclei of the same LET (not shown) is <1%.

As a low LET reference, we have also performed plasmid DNA irradiations with y-rays,
using intense, calibrated, radioactive sources (“’Co, "*’Cs). In this case, due to the long range
of the y-rays, we could irradiate a 5 ul drop of plasmid solution in a 0.5 ml Eppendorf tube.
DNA irradiations using 250 MeV protons were also preformed in the same way (i.e. in tubes)
at the Loma Linda proton synchrotron.
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6.3 Analysis
6.3.1 Sample dosimetry

The dose in the biological sample was measured using the air gap ionization chamber
(IC). This is a simple parallel plate ionization chamber (PPIC - 1 pm Aluminized Mylar
electrodes, 1.6 mm gap) operated in collection mode (i.e. without gain). The ionization
chamber operates under continuous flow of dry air, required for reduction of its leakage
current. The PPIC current was seen to saturate at a voltage above 50 V, corresponding to full
collection efficiency. We did not see any further variation in its current up to above 600 V
(see figure 6.6). We have therefore operated it at a bias of 300 V.
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Given the (time dependant) current, ipp;c, measured across the ionization chamber, the
dose in the biological sample (D) is given by:

1 x VDNA

~ ) w, S
Dy, = J.ZPPIC (1)dt x —-x —PM
e reic Pova Vepre

. (6.1)

Where the DNA subscript denotes the DNA sample and the PPIC subscript denotes the
PPIC. S, is the mass stopping power (in keV/um [88]), o, the density, w; the differential
specific ionization energy per ion pair (in dry air) [113], ¥y the irradiated volume and e the
electron charge. All particle irradiations were performed at an average dose rate of 10 Gy/min
with occasional momentary fluctuations of up to 50% above or below this value.

Dosimetry of the y experiments was performed using the Fricke solution (see pp. 111-113
of [6]).

The principal uncertainty in the accelerator dosimetry is due to an uncertainty in the
thickness and pressure of the ionization chamber. The ionization chamber thickness was
1.6£0.1mm (6%). It was operated under a flow of dry air at atmospheric pressure, which
could vary by up to 5%. Other factors included in the dose calculation (temperature, w; value,
beam area, etc’) are known to better than 1%. The uncertainty in the dose evaluation,
determined by the uncertainty in IC thickness and the gas density, is estimated at 8%.

The uncertainty in the dosimetry of the gamma irradiations was quantified by comparing
the slopes of the optical density of an irradiated Fricke solution as a function of the nominal
dose. The standard deviation of 8 such slopes measured at different dates and using different
Fricke solutions was 9%.
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Figure 6.7: a) Photo of an electrophoresis
gel. Each lane corresponds to a different dose of
1.03 MeV protons irradiated in 2mM Glycerol.
The upper row corresponds to open circular DNA
(OC) (having the lowest mobility), the middle
row corresponds to linear DNA (LP) and the
bottom row corresponds to supercoiled DNA
(SC). A smear due to fragmented DNA (FP) is
seen at high doses.

Aiqow

6.3.2 Gel electrophoresis - quantification of strand breaks

Plasmid DNA in general is well suited for the study of the induction of single- and double-
strand breaks, as the plasmid is, initially, a closed supercoiled ring of DNA. The occurrence
of isolated single-strand breaks (induced by radiation or some chemical agent) causes the
plasmid to uncoil, forming a relaxed ring (open circle). Induction of a single double-strand
break will cause it to linearize. At high doses, multiple double-strand breaks, which may be
induced by several independent projectiles hitting the same plasmid, will cause its
fragmentation. These four conformations have different mobility and can be easily separated
by gel electrophoresis [114]:

100 ng of irradiated plasmid was diluted into 5 pl loading buffer (3x TBE, 60% glycerol,
0.6% sodium dodecyl sulfate, 0.06% bromophenol blue) and run on a 0.7% agarose gel in
TBE buffer (89 mM Tris-borate, 2 mM EDTA pH 8) for 18-24 hours at 30 V/cm. Gels were
stained in TBE buffer containing 0.5 pg/ml ethidium bromide for one hour and destained for
one hour in TBE buffer. Gels were photographed with a fluor-S™ Multimager (Bio-Rad).
Background was calculated as the average background above and below each DNA band.
Amount of supercoiled DNA was corrected for a less efficient incorporation of ethidium
bromide by a multiplication factor which we have measured to be 1.4. Figure 6.7 shows a
typical photograph of an electrophoresis gel. Each lane (column) corresponds to a different
dose (from 0 to 800 Gy). The bottom, top and middle rows correspond, respectively to the
fractions of supercoiled (SC), relaxed (OC) and linear (LP) DNA (i.e. no strand breaks, one or
more isolated SSBs and at least one DSB). A smear, due to fragmented DNA (FP) is also
seen at high doses.

The quantities of supercoiled, open-circular and linear DNA (as a function of dose) are
then compared to a statistical model ([111]), described in detail in Appendix C, unfolding the
high-dose data to obtain the expected damage yields induced by a single projectile:

e 1 - the average number of single strand breaks per unit dose (Gy) per unit mass (Da)
of DNA (assuming that no two projectiles hit the same plasmid).

e - the average number of double strand breaks per Gy per Da of DNA (assuming that
no two projectiles hit the same plasmid).

Figure 6.9 below shows the model fit to the data extracted from figure 6.7.

The experimental uncertainties inherent in the analysis of the gel data are due to the
quantification of the band intensities and the varying binding efficiency of ethidium bromide
to the various forms of DNA. The band intensity was calculated by subtracting the number of
expected background counts within the band area from the number of counts in the band

(Nbana=Niw-Ngg). The uncertainty in this number is AN, , =./N,, + N,; , which in our

case is about 1%. The binding efficiency of ethidium bromide to supercoiled DNA is 1.3-1.5
times smaller than to the other forms. We have used an average value of 1.4; a change by +0.1
affects the fitted values by less than 5%.
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A free parameter in the Cowan model is the distance b between two SSBs required to form
a DSB, which was set equal to 10 bp. Its variation by +3 bp resulted in a variation of a few %o
in the resulting fit parameters.

6.3.3 The bacterial survival assay

The irradiated plasmid can also be used to transform repair-deficient (i.e. RecA’) E. Coli
bacteria to antibiotics-resistance: When placed under stress (e.g. strong temperature
variations), the bacteria will take up plasmid DNA, in its vicinity, and will produce any
proteins coded in it.

XL2-Blue MRF' bacteria (Stratagene,) were prepared to be competent using the
Calcium/MOPS method [115]. The bacteria were kept at 4 °C and used up to 2 days after
preparation.

Several hours (up to two days) after irradiation plasmid were transformed to the competent
bacteria. For each dose, 50 ng plasmid (diluted to 10 pl) was added to a 15 ml plastic tube
containing 150 pl buffer (75 mM CaCl ,) and 200 pl competent bacteria. The mix was
incubated 45 min on ice and heat shocked at 42° C for 2 min. Bacteria were allowed to
recover for one hour at 37° C after addition of LB.

For each radiation dose, two repeats of three dilutions were plated on LB plates containing
40 pg/ml ampicillin. The next day, colonies were counted (see figure 6.8). Plates containing
between 25 and 400 colonies were used for analysis.

Figure 6.8: Photographs (negatives) of bacterial colonies irradiated by various doses of 1 MeV
protons. Each spot is a bacterial colony arising from a single bacterium which has been successfully
transformed by an undamaged plasmid. (A 10-fold dilution of transformed bacteria was plated in each
case).

The strain of bacteria we used in this study is rec4” (i.e. it does not contain the recA gene,
crucial for recombination repair, see §2.1.1.1). This bacterium can repair isolated SSBs using
the NER repair pathway. Isolated base damages are converted to SSBs by the BER pathway
and can therefore also be repaired. The bacterium cannot repair clustered damages (DSBs or
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clustered base lesions) which require the recombination repair pathway which is inactivated in
this strain. When the bacteria are grown on an antibiotic medium, only bacteria, which have
successfully incorporated an undamaged plasmid (or a plasmid containing reparable damage
such as isolated base damages and isolated strand breaks), will survive.

The fraction of these plasmids can be evaluated by comparing the number of bacteria
which are able to survive on antibiotic medium after incorporating irradiated plasmids
irradiation to those incorporating unirradiated plasmids (see figure 6.8). Using essentially the
same statistical model as in the previous section (see Appendix C) it is then possible to obtain:

e /- the average number of isolated damages (SSBs or single base lesions that are not
formed on opposite strands) per Gy per Da of DNA (assuming that no two projectiles
hit the same plasmid).

e ¢’- the average number of damage clusters (containing multiple base damages and/or
strand breaks on opposite strands) per Gy per Da of DNA (assuming that no two
projectiles hit the same plasmid).

Sample model fits to survival data are shown in figure 6.10 below. The main difference
between this assay and the previous one is that it is sensitive also to base damages and
therefore we expect the values for ¢ and ¢’ obtained from the model fit to be larger than u
and ¢. Based on the measurements of [116] as well as on simulations [117], we expect
W/ =3-4, this excess of base damages compared to strand breaks is probably due to the
volume ratio of the base region to the backbone, resulting in more frequent hits to bases.

The main uncertainty in this assay is the reproducibility of the amount of DNA recovered
from the irradiation holder and used in the transformation. This amount was seen to be
slightly different for each measured dose-point, resulting in a poorer quality model fit as
compared to the gel data. The stochastic uncertainty in the number of colonies on each dish
was taken into account by averaging the number of counts on several dishes (weighted by the
quantity IAn) of different dilutions. The error bars, shown in figure 6.10, represent the
average of 1/\n of all dishes at the same dose-point.

6.4 Results
6.4.1 Dose dependence of the damage yields.

Figure 6.9 shows the, dose-dependant, yield of plasmid in the three conformational states
(supercoiled, open circular and linear). At low doses, the quantity of undamaged DNA (SC) is
seen to drop exponentially, as would be expected from Poisson statistics. The observed trend
in the quantity of the open circle plasmid form (OC) is due to multiple hits on the same
plasmid. At low dose, this is exceedingly rare as only a small fraction of the plasmids are
damaged. As the dose increases, we expect plasmids containing a single SSB to acquire
additional SSBs, which will not lead to a further increase of the OC fraction. On the other
hand, when a DSB is formed in an open circular plasmid, the latter is converted to linear (LP)
form. This explains the observed increase of LP forms accompanied by a decrease of OC
forms. Further, if a second SSB is formed close enough to an existing SSB (and on the
opposing strand), a DSB will result. As we are mainly interested in the yield of DSBs
resulting from single-track events, these DSBs, which result from two or more independent
particle tracks, should not be included in the yield determination. Fitting the relative amounts
of different plasmid forms to the statistical model described in appendix C enabled us to take
into account the effects of multiple SSBs on the same plasmid, observed at high doses, as well
as separating the DSBs formed by single projectiles from those formed by the independent
action of multiple projectiles. The SSB and DSB yields we obtained are, therefore, the true
single-track induced yields.
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Correct application of the model requires the knowledge of the interaction distance
between strand breaks. Since Dianov [95] and D’souza [94] showed that closely-spaced base
lesions on opposite strands, at a distance of up to 7-13 base pairs, were transformed to DSBs
by base excision repair enzymes, both in-vivo and in-vitro, we have used an interaction
distance of 10 bp; generally resulting in a good model fit. It is, however, interesting to note
that the model yielded similar results for an interaction distance of 20 bp; this indicates that
the formation of DSBs by two independent lesions occurring within 10-20 bp (3-6 nm) is still
a rare event over the dose range investigated.

The dose-dependence of the yield of clustered lesions per plasmid (—/n(SF) in figure 6.10)
affords us some insight into the mechanism of clustered lesion formation. If clustered lesions
are formed by a “one-hit” mechanism, i.e. they are induced by a single projectile, the yield
will be linear in dose. If, however, the clusters are formed from the interaction of single
lesions formed by several independent projectiles, the dose dependence of the yield would be
quadratic or higher order. Indeed, we have seen that for low LET radiations, in general, the
dose dependence of -/n(SF) was nonlinear whilst for higher LET radiations (25.5 keV/um),
where the lesions are more clustered in nature (see below), it was mostly linear.
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Figure 6.10 : Model fit to the bacterial survival data. Each dose point corresponds to the average
of several plates (see figure 6.8). a) High LET (1.03 MeV protons -26 keV/um). b) Low LET (19.3
MeV protons — 2.7 KeV/um).

6.4.2 LET and track structure dependence of the damage yields.

We have irradiated the plasmid with various LET projectiles, as detailed in table 1V, at
glycerol concentrations of 2 mM or 200 mM. Irradiations with Cesium 137 and 250 MeV
protons were performed by Dr. V. Bashkirov and Dr. J. Milligan at LLUMC whereas the
other measurements were performed at WIS by Dr. C. Leloup, G. Garty and G. Assaf. The
model fitting was performed independently by Dr. R. Schulte (LLUMC) and G. Garty (WIS),
yielding good agreement.
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The calculated yields of single strand breaks (SSB), isolated damages (ID), double strand
breaks (DSB) and clustered lesions (CL) are shown respectively in figures 6.11 to 6.14.

In all figures, the x-axis error bars (barely visible for the 1 MeV proton data) correspond to
the LET variations within the sample (see §6.2). The uncertainty in the fitted model
parameters (i.e. the respective yields of SSBs DSBs and clustered lesions), resulting from the
uncertainty in the experimental quantities is discussed in detail in §6.5 below.

These measurements are compared to others in the literature in the discussion (§8.2.4
below).

2 mM Glycerol
Energy LET u ¢ u’ ¢’
Projectile MeV] keV/ium] | [10°SSB/Gy/Da] [10° DSB/Gy/Da]  [10°ID/Gy/Da]  [10° CL/Gy/Da]
%Co 1.33 0.267* 8.5+01.3 0.16+0.04 71+12 1.840.9
v ¥ og 0.662 0.395* 18+2 0.31%0.05 7316 2.1:0.5
250 0.39 2946 0.52+0.06 10017 2.3:0.4
Protons 19.3 2.7+ 0.1 8+3 0.1640.04 2043 0.58+0.25
1.03 255+2.3 2.6:0.4 0.25:0.03 5.8+4.7 0.8+0.2
He nuclei 26 255+0.2 1.8+0.4 0.13+0.02 1.9+2.4 0.45+0.07
200 mM Glycerol
%Co 1.33 0.267* 0.547+0.1 0.020+0.003 45105 0.04:0.03
! ¥cs 0.662 0.395* 1.04+.14 0.02+0.002 6.5+1 0.07+0.05
250 0.39 1.43+0.3 0.045+0.009 1.7+1.8 0.27+0.04
Protons 19.3 2.7£0.1 0.6120.14 0.017+0.006 2.8:0.4 0.057+0.03
1.03 255+2.3 0.59:0.09 0.028+0.003 0.4420.5 0.130.03
He nuclei 26 255+0.2 0.30£0.06 0.014+0.003 2.610.9 0.015+0.013

Table IV: Biology measurements. *The LET for gamma rays was estimated as the average LET
of the generated Compton electrons. SSB- single strand break; DSB — double strand break; ID — strand
break or base lesion; CL — clustered lesions.

6.4.2.1 The yield of single strand breaks

The yield of SSBs (per unit absorbed dose) is shown in figure 6.11a. A decrease in the
yield of SSBs with increasing proton LET was observed; it was more pronounced for 2 mM
glycerol than for 200 mM. In fact, there was not much further decrease (at 200mM) of SSB
yields between the proton LET values of 2.7 keV/um (19.3 MeV) and 25.5 keV/um (1.03
MeV). Despite similar or equal LET values, the SSB yields for helium nuclei as well as that
for the gamma irradiation were smaller than those for protons of 1.03 MeV and 250 MeV,
respectively.

The yield of SSBs per incident projectile (figure 6.11b) rises with LET as expected. This
reflects the monotonous rise in ionization density with increasing LET. Note that in
agreement with the data of figure 6.11a, the increase in the yield of SSBs for high scavenger
concentration is stronger.

6.4.2.2 The yield of isolated lesions

The yield of isolated lesions (i.e. SSBs or base damages which are not clustered) is shown
in figure 6.12. The error bars here are somewhat larger than those of the previous
measurement (in particular for the high LET radiations) but the same LET dependence is
observed as in 6.11a.

Note that the damage yields are larger than those of 6.11a. In fact, based on measurements
[116] and simulations [117], we expect that the yield of isolated damages will be 3-4 times
higher than the yield of SSBs. Unfortunately the spread in the data is too large to conclusively
show this (we see a ratio of 443 for the low scavenger and 5+4 for the high scavenger data).
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Note that there is no difference, in the yield of isolated damages, between the y-rays and
the protons (at low scavenger only).
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Figure 6.11: The measured yield of SSBs for all radiation fields. SSB yields as function of LET
for proton (Pr - triangles), helium nuclei (He - diamonds), “°Co (Co - circles) and *’Cs (Cs - squares).
Open symbols correspond to 2 mM glycerol and closed symbols to 200 mM. The protons data are
joined by a line to guide the eye. Data are the mean of 2-3 experiments except for '*’Cs with 200 mM
glycerol (one experiment) a) Yields normalized per unit absorbed dose. b) Yields normalized per
incident projectile. This renormalization was simply done by multiplying the yields of a) by the LET in
units of [J/(kg/cm’)]) and by the plasmid mass in Da.
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Figure 6.12: The measured yield of isolated damages (ID). Notations are the same as in figure

6.11.

6.4.2.3 The yield of double strand breaks

In figure 6.13, we see the yield of double strand breaks (DSBs) at different LET values and
for different particles. At both glycerol concentrations, there is first a decrease in the yield of
DSB for protons between 0.4-2.7 KeV/um, followed by a slight increase for 25.5 KeV/um

protons.

The yield of DSBs induced by helium nuclei are about twice lower than those induced by
protons of the same LET. The yields induced by gamma rays are also lower than those

induced by protons.
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Figure 6.13: The measured yield of double strand breaks. Notations are the same as in figure 6.11.
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6.4.2.4 The total yield of clustered lesions

The yield of clustered lesions (containing also base damages) is shown in figure 6.14. The
same trends described in the previous section are seen although the error bars are larger, due
to the large fluctuations inherent to the bacterial survival assay. We see that this yield behaves
as the yield of DSB, but is 2-8 times higher. In short, the yield reaches a minimum for the 2.7
KeV/um protons and it is higher for protons than for helium nuclei of same LET. This
difference is smaller at 200 mM glycerol than at 2mM.
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Figure 6.14: The measured yield of clustered lesions, which inactivate the plasmid. Notations are
the same as in figure 6.11.

6.5 Experimental errors

In this work we have irradiated minute samples of DNA (3-5ul). The reliable handling of
these samples was our biggest source of experimental error. The use of such small samples
required extreme care to prevent their evaporation both during the long irradiations (up to 8
hours, in the dry environment required for reliable beam dosimetry [61]) as well as during the
DNA recovery from the sample holder. In order to solve the former problem we have
designed an elaborate sample holder, sealed to the dry atmosphere and containing a reservoir
of irradiation buffer. Indeed we have seen that this sample holder, when properly closed,
consistently kept the sample from evaporating even during 8-hour long exposures. This point
is crucial as any evaporation of the sample will change the glycerol concentration and hence
the scavenging capacity. We have also seen in some occasions a marked decrease in the
fraction of recovered DNA from the irradiation setup. This was attributed to evaporation of
the sample during the recovery process, as indeed it was somewhat correlated with the
experience of the experimenter. As the evaporation occurs after the irradiation has ceased, the
only effect of it is in introducing an uncertainty in the quantity of recovered DNA.

In the gel electrophoresis studies (quantification of SSBs and DSBs) the amount of
recovered DNA is of no importance, as we normalize the measured SC, OC and LP fractions
to the total DNA in each lane of the gel. Subsequently we were able to reliably quantify the
strand break yields to within 10%.

Accurate amounts of DNA are, however, essential for the reliability of the survival assay.
The uncertainty in the accuracy of DNA recovery led to a large spread in the survival curve
and therefore to a less reliable fit. In this case the yield of isolated damages (base damaged +
strand breaks) obtained form the model fit is particularly sensitive. In the low LET
measurements, the —/n(SF) curve is non-linear. This was seen to result in a less reliable model
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fit to the data. Occasionally, the model fit would yield clearly illogical results (i.e. 10 orders
of magnitude smaller yields than expected). In all cases where this criterion was not met we
could see that the model fit to the data was indeed poor. In our analysis we have rejected these
values. After this rejection, we have seen that the remaining repetitions of the same
experiment were in good agreement with each other (i.e. within 20-25%).

The total uncertainty in the fitted model parameters (i.e. the respective yields of SSBs
DSBs and clustered lesions), resulting from the uncertainty in the experimental quantities,
was obtained by a Monté-Carlo error propagation algorithm: For each irradiation experiment
(consisting of one repetition of 10-20 dose points) 1000 data sets were generated by
overlaying a Gaussian experimental error onto an actual data set. In the gel analysis we took
the standard deviation of this distribution to be 5% of the measured yield of supercoiled,
relaxed or linear DNA. In the analysis of the survival data we took the error as described in
the previous paragraph.

The fitting procedure was then performed to obtain the various lesion yields (SSB, DSB or
clustered lesion) for each of the 1000 data sets. The experimental value for each irradiation
experiment was taken as the average of these (1000) lesion yields; the experimental
uncertainty was taken as their standard deviation.

The value plotted in figures 6.11-6.14 is the average, over all repetitions (typically 2-3) of
the same radiation field, of the experimental value calculated above. The error bars are
obtained by adding (in quadrature) the uncertainty in dose (8%), the standard deviation of the
three repetitions and the experimental uncertainty, described in the previous paragraph and
averaged (also in quadrature) over all repetitions of the same radiation field.

Due to the rapid degradation of 1 MeV protons in the DNA sample, we have seen that the
LET uncertainty within the sample is about 18% (FWHM). We have set the beam energy such
that the average LET in the proton-irradiated sample is the same as in the helium-nuclei-
irradiated sample. As the Let variation of the damage yields is rather slow, this LET-error
cannot explain the factor-of-two difference between protons and helium nuclei.

6.6 Conclusions
The results of our experiments provide the following conclusions:

We have clearly seen the effect of the radical scavenger and of the radiation quality on the
damage yields. As a function of LET the damage yields behave as expected: at very low LET
they are dominated by radical formation and recombination far from the DNA; for higher
LET wvalues the track structure becomes more and more important and we see an increase in
lesion clustering due to the increase of clustering in the track structure. Our data is also in
good agreement with that found in the literature and complements it (see §8.2.4).
Measurements of DNA damage yields in high scavenger concentration or using charged
particles (other than from a radioactive source) are rather scarce. This is understandable from
the complexity of such experiments. Although these measurements are interesting from a
radiobiological point of view and demonstrate for the first time several important phenomena
(see §8.2), our primary motivation in conducting them was to obtain clustered lesion yields
which can be compared with nanodosimetric predictions. The next chapter presents a
simplified biophysical model for predicting the measured clustered-lesion yields based on
ionization cluster size distributions measured in the ND.
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Chapter 7 :
Biophysical model

The trends observed in this work, of the ionization cluster-size distributions in the gaseous
DNA model and the damage yields in in-vitro irradiated plasmid DNA, call for the
development of a detailed correlation between the two sets of data. For that purpose we
developed a biophysical model predicting the observed biological outcome, based on the
measured cluster size distributions in gas. A general biophysical model should account for a
complexity of physical, chemical and biological processes taking place in the modeled
biological system. However, our biological model system was rather simple and therefore a
simplified and straightforward model may be sufficient.

In this chapter we describe the biophysical model for prediction of clustered damages in
DNA irradiated in-vitro. Its predictions indeed agree with the general trends seen in the
radiobiological measurements but do not reproduce them exactly, mainly because we cannot
model the radical-mediated indirect effect. Naturally, a much more complex model (far
beyond the scope of this work) would be required for the prediction of damages induced in
DNA, irradiated in-vivo.

7.1 Assumptions of the biophysical model
711 The use of a gas model

We are using a gas model to simulate radiation damage in liquid medium (essentially
water). This simulation rests on two assumptions:

1. There is a one-to-one relationship between ionizations in the gas model and those
that would be formed in the DNA.

2. The ND’s sensitive volume corresponds to the true biological one.

The validity of the first assumption rests on the discussion in §2.2.3. MC simulations in
both propane and liquid water yield cluster size distributions differing by 12% (see figure 2.5¢
and [34]). We can therefore use the gas model for the study of radiation effects in liquid water
and in DNA.

The second assumption is justified by our choice of the SV in the ND. We have chosen a
SV of 6.4 nm length which corresponds to 10 bp (3.4 nm length) surrounded by a 1.5 nm
water layer. Although the actual correlation length of lesions on DNA is not well known,
some experiments [94, 95] point to an interaction length of about 10 bp.

71.2 The biological test system

The in-vitro plasmid model system, described in the previous chapter, allows us to perform
several simplifications with respect to the in-vivo situation:

3. There is no repair of the damage.
4, The plasmid is composed of many independent targets.
5. The detected lesions are: a) a single strand break or combinations of

strand breaks and b) a single general damage (which can be either a strand break
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or a base damage) or combination of general damages (strand breaks and/or a base
lesions).

The first assumption follows from our choice of the plasmid system. This is a simple
system where some of the repair mechanisms are eliminated. In the strand break assay
(§6.3.2) such mechanisms do not exist at all. In the bacterial survival assay (§6.3.3), we are
intentionally using DSB-repair deficient bacteria, which can only repair single-stranded
damages (which do not interest us).

The second assumption is justified by the short correlation lengths [94, 95] of damages on
DNA. Damages created more than 7-13 base pairs apart cannot interact to form a clustered
lesion. We can therefore assume that the plasmid is composed of many small independent
targets of 10-20 bp length.

The third assumption arises from the facts that a) in the gel assay we are only sensitive to
strand breaks and b) in the bacterial survival assay we cannot differentiate between a
“genuine” strand break and one induced during the repair of a single base damage.

713 The radiation field
The assumptions on the radiation field are:

6. DNA lesions and ionization events in the sensitive gas volume are always caused
by only one particle.

7. The radiation-induced ionizations create lesions independent of each other.

In the biological measurements we have exposed the DNA to a high dose of projectile
particles: A typical dose of 5000 Gy, required to create 1 DSB in a plasmid (see table IV),
corresponds to about 10" projectiles through the sample; this corresponds to about 100
projectiles per plasmid and 0.1 projectiles per 10 bp segment. In such a case indeed all of the
plasmids will include multiple damages from independent projectiles but most individual
segments will not (In accordance with assumption 2 of the previous section). Under these
conditions it is valid to use the statistical model of appendix C ([111]) to relate the damage
yields in a DNA segment due to a single projectile particle, with the overall distribution
measured with a high irradiation dose.

The nanodosimetric technique was developed to match the situation in the biological
system. The nanodosimetric measurements were done in an event by event mode and great
care was taken to reject all events having more than one projectile within the SV. We can
therefore interpret the cluster size distributions as probabilities per projectile.

The second assumption is true only for direct ionization of the DNA and for relatively low
LET values. For LET values above ~150 keV/um the ionization density is such that there is a
high probability for generating two (or more) ionizations within a single nucleotide of DNA.
Obviously we can no longer regard the ionizations as independent. However even at lower
LET values there is a problem. The radical-mediated indirect effect is responsible for about
two thirds of the damage in irradiated DNA. In this case the damage is caused by radicals
formed up to several tens of nm away from the DNA strands, diffusing to- and reacting with
it. As we cannot model radical diffusion and recombination using our ND, we add a third
assumption:

8. The probability for a single ionization to induce a single lesion does not depend on
the number of ionizations in the same cluster.

The implications of this assumption and possible ways to avoid making it are detailed in
the summary (§8.3).
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Based on these assumptions we can state that each deposited ionization is converted,
individually, with some probabilities pgsz and pgp, to a strand break or to a base damage;
Furthermore, these probabilities do not depend on the cluster size.

Note that the ratio of pszand ppp is roughly known: the yield of SSBs is smaller by a factor
of about 2.5 than the yield of base damages (i.e. pzp =2.5Xpsp) (see §6.3.3).

7.2 The biophysical model

From the ND we obtain a measured ion cluster-size distribution within a SV of a given
size, irradiated by a beam of diameter D. This distribution is denoted f(#,,,) gives the absolute
probability, per projectile, to create 7, ions in the specified SV. We define the cross section
for the production of a n,,, ion cluster as:

O-(niun ) = f(nion )X beam area = f(nion )X %DZ : (71)
Note that D is in units of tissue-equivalent nm so that o is obtained in nm’. As explained in
§5.1 above, f(n;,,), the absolute probability, per projectile, to generate a cluster of given size
within the SV is inversely proportional to the beam area, due to the small chance of a
projectile to hit the small SV in a broad beam. Consequently, o is independent of the beam
size, as expected.

We assume that each ion has a probability of pgs to generate a strand break, independent of
the cluster size. Similarly, we assume that it has a probability of pgp to generate a base
damage, independent of the cluster size. Therefore, given a cluster of #n;,, ions, the probablhty

to create ngp strand breaks and npp base damages is given by the trinomial distribution (P)

nion nion —n nsp npp Mion ~Msp ~MBD
nion):[ ][ SBj(pSB) (pBD) (l_pSB _pBD) (7.2)

Ngp Ngp

P(nSB >Npp

n,)>0 only for n,, > nsptngp. Using the probability

ion

with  P(ng,,ny,

n,, ), we can obtain the cross section for the production of ngs strand

distribution P(n 521D

breaks and npp base damages

G(nSB >N pp ) = z O-(nion )}S(nsg >N pp

nL(J/l

n,,) (7.3)

The yield (per Gy per Da) is obtained by multiplying this expression by the beam fluence,
required for 1 Gy, and dividing by the segment size in Daltons.

For a monoenergetic particle beam, the particle fluence required for 1 Gy is:

24 3
107 pleglem] _gop19 P
e LET[keV | um]

®,, [ projectile/ nm’] = (7.4)

where p is the density (typically 1 g/cm®) and 102/ is a unit-conversion factor. As stated
above the length of each segment is 10 bp, corresponding to 6.5 kDa.

The yield of events containing ngsp strand breaks and npp base damages is therefore:
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G(nSB »Mgp )[Gy_lDa_l] =—2x G(nSB ) nBD)

6500
q) DZ
= ﬁ X ﬁT % f(nian )P(nSB 5 nBD nion ) (75)

B D?
=7.55107" xﬁl;;f(nm )P(”SB>”BD ”ion)

Formally this formula manifests a proportional dependence of the damage yields on the
beam area (DZ); as noted above (§5.1) f(n,,,) is inversely proportional to the beam area. This
formal (and unnecessary) dependence can be removed by using the conditional cluster size
distribution (p(ns,)).

It is trivial to show that the absolute and conditional cluster size distributions differ only
by a multiplicative constant «, which is given by:

oln,, ) =ax f(n,,) =%xf(nm> (7.6)

Comparing the average cluster size obtained in the two distributions we get:
<niun >f = %ﬂ:nionf(niun) - <nion>(p
<nion >(p = Z Rion ¢(nion) = Z ang,, f(nion ) <nion > f

, :

Mion

=a (7.7
The average cluster size <n;,,>rcan be stated in terms of LET:

(i), :% (7.8)
“w.D?
4

where Vg is the volume of the SV in equivalent-nm’. Eq. 7.8 merely states that the
average cluster size is given by the amount of energy deposited in the SV (LET / %DZ is the

energy per unit volume) divided by the energy required to create an ion (w;).

Ve, LET | . . . . .
The term T is the same in the lab frame (dimensions in mm and LET in gas) and

in the condensed matter which it models (dimensions in nm-equivalent and LET in water).
For a deeper discussion of this equivalence see §2.2.3. Substituting (7.7) and (7.8) into (7.5)
we obtain:

n,,) (7.9)

G(nSB >Npp )[Gy_lDa_l] =9.6107" *%Zﬂnm )*p(nSB >Npp
Wi nion @ Mion

The formula for the damage yield in its transformed form (7.9) looks simpler and has some
advantages. The SV volume Vg is a constant of the nanodosimeter, which does not depend on
the radiation properties; the specific ionization w;is also practically a constant. Consequently,
(7.9) contains only those characteristics of the radiation, which are measured in the
nanodosimetric experiment.

This fact is an important one. It means that nanodosimetry is applicable for
characterization of unknown radiation fields or at least radiation fields for which LET is not
well defined (such as a “spread-out Bragg peak” beam used in proton therapy [118]).
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7.21 Adaptation to our biological test system

In our experimental model of DNA/bacteria system, we cannot distinguish between single
base-damage and strand break within a cluster. Therefore the trinomial distribution is replaced
by two independent binomial distributions, giving the probability for ngs strand breaks and 7,
general damages (strand breaks or base damages) (see appendix D.1).

1353 (nSB P ) = (nion J(p SB )nsg (1 ~Pss )n,-,,,,—nsg
p:S‘B (”53 s Mg Moy ) = nSB ) (7.10)
Pl Jo 0 iy
tot
with p,,=pss + psp and n,,, = ngp + npp.
The cross sections for ngp strand breaks and n,,, total lesions are:
O s (nSB ) = z O-(nion )xpSB (nSB o )
(7.11)

O-tot (ntot ) = z o-(nion )X.P.tot (ntut

Rion

nion )

The total cross section for creating a DSB is then given by:
O psa =GSB(Z)Xﬁ(Z)"‘GSB(3)><]3(3)+--- (7.12)

where ﬁ(l) =1- (%)H is the probability that, given i strand breaks, at least two will be on
opposite strands. The absolute yields of DSBs and clustered lesions are given by:

Gpss[Gy'Da™1=9.610" ’ZVSV> Zf(n,-m)*i(n"””Jpsg”“(l—psg)”"’"”“)(1—;””‘)0-13)
w; ion @ Mion n

SB

The sum over ngp can be calculated analytically (see appendix D.2) giving:
= ni()n ngg Nion —Nsp Ngp -1 p o Mion
Z( ]pSB (l_pSB) (1_% ):1_2(1_ EBJ +(l_pSB) (7.14)
nsp=2\""SB

Leading to

V Rion
Gnsg[Gy"Da*J=9-6w*°x&z{co(nwn{l‘{“’%] +<1—psg>'“”"}

w, (1, >¢, i

(7.15)
With a similar expression for G,

Gt()t [GyilDail ] = 9-6 10710 X &Z{¢)(’/liun {1 _ 2(1 _ %j . + (1 _ pmt )nmn \J}

W, >,,, iy

(7.16)

7.3 Application of the biophysical model

In this work we compare biological clustered damages, which are assumed to occur in a 10
bp segment of plasmid DNA, with ionization clusters in a gaseous sensitive volume of about
6.4 nm long, 4.5 nm in diameter; the SV corresponds to 10 base pairs, including a 1.5
equivalent nm shell of water molecules. Figure 7.1a shows an absolute cluster size
distribution, f{n,,,), obtained using 1 MeV protons, in the sensitive volume segment of
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figure7.1b (obtained by an offline analysis of the data in figure 5.9). The cluster size
distributions for all radiation fields studied by us, are shown in figure 5.12 above.

Also shown in 7.1a are the cross sections ogp(nsp) and G;.(ny,,), calculated using eq. 7.11
with a pgp value of 10% and a p,,, value of 35%. The former value was chosen to obtain the
best possible fit of the model predicted and experimentally measured DSB yields. The value
for p,,, was fixed to 3.5xpgp, in accordance with §6.3.3. Given these values of psg, pPsp=Ppior -
psp and using eq. 7.3 we can calculate the matrix o(nsg, 1) (shown in figure 7.2).
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Figure 7.1: a) The probabilities of a 1 MeV proton to induce an n ion cluster (squares), to
induce an n strand-break cluster (assuming psz=10% - circles) and to induce an n base-damage cluster
(assuming ppp=35% - triangles). The left hand axis gives the distributions as cross sections while the
right hand axis gives probabilities per proton. b) The sensitive volume for this measurement (the
notations are the same as in figure 3.16).
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7.31 DSB yield

Using formula 7.15 above, we have calculated the yield of DSBs. The calculated yields are
shown in table V and graphically in figure 7.3. The rise in the yield of DSBs at low LET is
predicted by the model but is not properly quantified, which seems to indicate that it is only
partially due to actual clustering effect and partially due to radical recombination processes,
not accounted for by the model.

It also appears that the difference in track structure between protons and helium nuclei, as
quantified by the cluster size distribution cannot account for the observed difference in lesion-
cluster yields. Indeed the model predicts a difference of 10% in the yield of clustered lesions
(similar to the results in the ND) whereas a twofold difference was observed in irradiated
DNA. These discrepancies are discussed in §8.3 below.
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Table V: A comparison between the measured and model predicted DSB and clustered lesion
yields for all measured radiation fields. This table is depicted graphically in figure 7.3. The model error
bars correspond to the 12% predicted difference between the ion cluster size in gas and in liquid water
(see figure 2.5c.

Radiation field Yield of DSBs Yield of CLs
Description LET Experiment | Model Experiment | Model
[keV/pum] [10"° Gy Da™]
Proton 250 MeV 0.39 0.045+0.009 0.18+0.02 | 0.27+0.04 1.4+0.2
Proton 19.3 MeV 2.7 0.017+0.006 0.17+0.02 | 0.057+0.03 1.3+£0.2
Proton 1 MeV 25.5 0.028+0.003  0.26+0.03 | 0.13+0.03 2.1+0.3
He™ 26 MeV 25.5 0.14£0.03  0.25+0.03 | 0.015+0.013 2.0+0.2
7.3.2 Clustered lesion yields

Using eq. 7.16 we have evaluated the expected yield of clustered lesions (which may
contain base damages and not only strand breaks). As can be seen from figure 7.3, the
biophysical model overestimates the yield of clustered lesions (CL) by a factor of
approximately two. As the DSB data is in rather good agreement with the model, we must
assume that we have overestimated the efficiency of transforming clustered base lesions to
DSBs in the bacteria. In the model we have assumed that if two base lesions are formed, on
opposite strands, within a 10 bp DNA segment, they will always be converted to a DSB. It
would be more reasonable to measure the probability of converting two base lesions to a DSB
as a function of their spacing. Some work in this direction has been conducted by D’Souza et
al. [94].
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Figure 7.3: The model calculated yield of DSBs (squares) and clustered lesions (circles). The
measured data (open symbols) are compared to the model prediction (closed symbols). Based on the
model parameters: pgp=10% p;,=35%. The Co and "'Cs data are shown for reference. The
experimental He values are noted, the model predicted ones are not discernible from the proton values
of the same LET.
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7.4 Conclusions

The nanodosimetric cluster-size distributions give a good description of the radiation
effects in a gas model of condensed matter. This description is only valid for the first few psec
after the particle track is formed. But following the initial ionization process, radicals are
generated and diffuse to and form lesions in the DNA, on a nsec time scale. The DNA lesions
are then repaired (or misrepaired) by the inter-cellular DNA repair mechanisms (within
minutes to hours).

We have presented a simplified biophysical model for predicting the yields of clustered
lesions in irradiated DNA based on ion cluster size distributions measured in the ND. The
model rests on two main assumptions, (1) that the ND gives a good modeling of the radiation
interaction with DNA and that (2) each ionization, formed in tissue, is converted to a lesion in
DNA with fixed probability, regardless of any other ionization which may have occurred. The
validity of these assumptions is discussed in detail in §8.3 below.

Applying the biophysical model presented here to the measure ion cluster size
distributions, we have obtained a good prediction of the yield of DSBs, measured in §6.4.2.3.
We could not reproduce the measured yield of SSBs or of clustered lesions, containing also
base damages. The reasons for this, as well as possible modifications to the model are
discussed below.
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Chapter 8 :
Discussion

The methods and results of this work have been described in detail in chapters 3-7. Here
we will present a concise discussion of our main results as well as of key points in the
techniques we have employed.

We have set out to design and build an ion-counting nanodosimeter (ND), in order to
study the interaction of radiation with matter on a nanometer scale. In particular we are
interested in investigating the basic physical phenomena (ionizations and their clustering)
leading to the formation of irreparable damage in DNA. In order to interpret the ionization
cluster size distributions obtained with the ND in different radiation fields, we have
performed systematic radiobiological studies, irradiating plasmid DNA in similar radiation
fields (see §6.1.2 for a discussion of the irradiation conditions). The measured cluster size
distributions were converted into lesion-cluster yields, by a basic biophysical model
developed within this work.

8.1 The ion-counting nanodosimeter

The ion-counting nanodosimeter models a condensed matter target with a gas bubble of
“similar” atomic composition, but considerably reduced density; in our case we modeled
DNA (~ 1 g/em®) with 0.9 Torr propane (2.1 10° g/cm?®). The validity of this gas model rests
on the fact that the interaction mechanisms as well as their cross sections are independent on
the density of the medium, as discussed in detail in [34, 119] and in §2.2.3.

8.1.1 The nanodosimeter’s main properties and comparison with other
techniques

The ND consists of a gas-filled ionization volume, coupled via a 1 mm aperture to a
vacuum region containing an ion counter (IC). Ions, formed within a subsection of the gas
volume (termed the sensitive volume - SV) are extracted with known efficiency from the SV,
transported to and counted by the IC. We have written dedicated simulations for evaluation of
the SV and the ion extraction efficiency, and for characterization of the DAQ response.

In order to perform reliable measurements of the small radiation-induced ionization
clusters, inherent in nanometer size targets, we have designed the ion-counting nanodosimeter
to be insusceptible to many systematic errors, appearing in other nanodosimetric devices (the
single electron counter — SEC [63] and the Jet counter [80]), discussed in §2.3.

Our nanodosimeter’s SV is defined by electric fields, rather than by physical walls. The
adverse effects of placing solids within gas-based detectors have been discussed extensively
in the literature [49, 120]. Our ND is totally wall-less: the gas is ionized between two
electrodes and radiation-induced ions are extracted from a sensitive volume situated far from
both; ions formed close to one of these electrodes are rejected in the offline analysis. The SV
size may be adjusted by varying the gas pressure, aperture size, electric fields, or by an offline
time selection of ions arriving to the ion counter from sub-sections of it. This is a significant
improvement over the SEC and the Jet counter, where only the first two adjustments are
available and the SV aspect ratio cannot be varied without disassembling the device. In this
work we studied several sensitive volumes ranging in length from 3 to 120 tissue-equivalent
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nm and diameters of 3-5 equivalent nm. All measurements could have been performed, in
principle, on the same day (by varying the voltages on the ND between measurements);
variations of the SV length could be performed by a different offline analysis of the same data
set.

Other common techniques, based on the detection of radiation-induced electrons, cannot
achieve such small sensitive volumes. This is due to the ten-fold higher diffusion coefficient
of electrons with respect to ions, which prevent their efficient detection. Furthermore, the
ionization- induced electrons are formed with a relatively high initial kinetic energy;
subsequently they will be detected far away from the location of the actual ionizing impact.
Electron-based detection techniques, used to probe radiation effects on scales comparable
with the track structure, will therefore overestimate the size of ionization clusters (i.e. damage
yields in the DNA) in the track’s halo at the cost of that in the track’s core. Nevertheless
electron based techniques currently enable imaging of long track segments [70-72] as well as
measurement of neutral particles (neutrons and y-rays — e.g. [47, 48]) with sub-micron
(equivalent to sub-cellular) resolution. These features are not yet available using ion based
techniques.

The ion extraction from the SV as well as its transport to the ion counter (IC) and
subsequent detection has been thoroughly optimized. MC simulations as well as precise
scanning measurements with narrow beams have shown that an ion deposited on the axis of
the SV at a distance of 15 mm (42 equivalent nm) from the ion-extraction aperture will have a
chance of more than 80% of being detected in the IC of figure 3.16b (where no offline
selection is made) and more than 70% for the center of the DNA-equivalent SV that we have
used in our modeling (6.5 equivalent nm length - see figure 7.1b). Obtaining a SV of shorter
length by applying time cuts would result in much lower efficiencies, due to ion-diffusion,
however smaller sensitive volumes can be obtained by a further reduction of the gas density.
These SV sizes and ion-detection efficiencies should be compared with an estimated 40-50%
(figure 7 of [82]) for the Jet counter operated at SVs of 0.15-2 equivalent nm and height and
less than 20% (figure 7 of [63]) for the SEC, operated with a SV of 20nm diameter. lon-
counting inefficiencies (which would lead to an underestimation of the predicted damage in
DNA) were seen only for very large ion-clusters containing more than 20 ions, which could
not be reliably counted using our present data acquisition (DAQ) system. The SV modeled by
the ND as well as that of the SEC (and probably also that of the Jet counter although no
measurements or simulations have been made so far) is not a sharply defined one; the ion-
extraction efficiency is maximal on the SV axis and drops smoothly to zero. This is similar to
the case in the irradiation of DNA where ionizations formed far from the DNA have a lower
(but nonzero) probability of causing a lesion in it, mainly via the mechanism of OH" radical
formation and their diffusion. Although this type of SV should give a better modeling of DNA
damage than one with a uniform efficiency and a sharp cutoff, we have seen that our
predicted yields of damage yields in DNA do not depend on the SV shape and size.

Some secondary effects leading to the formation of excess ions were seen both in the SV
and below the ion extraction aperture. The former was completely solved by pulsing the ion-
extracting filed; the latter, though very small, could not be solved and resulted in an over
estimation of the yield of rare large clusters, appearing at frequencies below 107,

Using MC simulations we have shown that the ND is capable of operating at high beam
fluence (up to 10kHz, depending on the trigger detector efficiency). This is required for
precise measurements of the ion cluster-size distributions of low LET radiations (e.g. 250
MeV protons), where large ionization clusters are exceedingly rare. Similar beam fluxes can
possibly be used in the SEC but not in the Jet counter. The latter requires the projectile
particle to pass through the ionization volume within a short time window (200 psec) and
long dead time (0.2 sec resulting in a 10% duty cycle).
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As expected from the small SV diameter (approximately 2mm in gas) the ND is extremely
sensitive to beam alignment, during pencil beam irradiations. This is not a limitation when the
ND is irradiated by a broad, homogenous radiation field, as required for biological
measurements.

8.1.2 Nanodosimetry results

Although many microdosimetric detectors (such as the OPAC [72]) are extensively used
for accelerator-based studies of radiation damage in sub-cellular targets, our ion-counting
nanodosimeter is the first device of its class, modeling DNA-sized targets to be operated in an
accelerator environment. We have operated our ND at three different accelerators (the UD14
Pelletron and the 2.5 MV Van de Graaff at WIS as well as the 250 MeV proton synchrotron at
LLUMC) and performed measurements in biologically meaningful sensitive volumes using
radiation fields having LET values between 0.4 and 700 keV/um.

Cluster size distributions were measured using pencil beams (Imm diameter) as well as
broad uniform beams (diameters of 7 and 20 mm), much wider than the size of the SV. While
the pencil beam irradiations were found to be extremely useful for characterization of the ND,
it is rather complicated to use them for prediction of radiobiological effects in DNA, where
there is no spatial correlation between the radiation track and the DNA target. We therefore
exposed the ND to broad, uniform particle beams having diameters much greater than the SV.
Although the radiation fields we have employed for these studies were indeed homogenous,
they could not, for technical reasons, be made isotropic; we believe, however that this will
only have a minor effect on the results (§5.1) and that our irradiation conditions corresponds
to the true radiobiological situation where there is no spatial correlation between the particle
track and the cellular DNA.

Throughout this work, extensive use has been done of model-based MC simulations: we
have employed the track-structure code developed by B. Grosswendt (PTB, Germany). This is
the same code (with slight modifications, to fit our experiment) that is employed for modeling
both the Jet counter and the SEC. Using MC simulations we have predicted that a beam
diameter of ~40 equivalent nm is sufficient for modeling a uniform radiation field. In reality
we have seen that a smaller beam diameter (6.5 mm) is practically sufficient; this is due to the
rarity of very energetic &-electrons which in principle could cause damages far from the
track’s core.

An alternative, but time-consuming approach would be to expose the ND to many pencil
beams at known distances from the SV and then to sum the cluster size distributions,
“reconstructing” a broad beam. Using this technique it is easy to reconstruct beams of any
given diameter or indeed any shape, by a different “reconstruction” using the same measured
data. Systematic studies in this direction, using the SEC, are described in [65] and will also be
performed using the ND at the LLUMC proton synchrotron, for the study of proton-
therapeutic beams.

In general there is a rather good agreement between the measured ion cluster size
distributions and the simulated ones in all conditions where the accelerator beam is well
defined. In particular the pencil beam measurements and simulations agree with each other
rather well. For the broad beam studies the agreement was rather good in most cases, except
for the 1 MeV and 250 MeV proton data. In the case of the 1 MeV data this was found to be
due to an inaccurate modeling of the proton beam geometry (which was not sufficiently
uniform) in the simulations, resulting in an underestimation of the yield of zero-ion clusters.
In the 250 MeV this may be due to a triggering problem. In both cases the conditional cluster
size distributions, used in the prediction of the DNA-damage yields were in good agreement
with the simulated ones. The good agreement between the measured results and the simulated
ones provides an indirect way of comparing the reliability of our accelerator-based data with
that of the SEC [63] and the Jet counter [82], both measured with radioactive alpha particle
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sources. In all three cases the same track-structure MC code is in good agreement with the
measured results.

We also attempted to compare our data with that of the Harwell cloud chamber [42].This is
not straightforward as the SV size, alpha particle energy and operating gas are different,
however a qualitative agreement can be seen between the data of figure 6 of [43] and our
measurements. In our measurements we found an average cluster size of 10.5 ions in a 4.5 nm
long track segment, while the Harwell group found an average cluster size of 25.1 ions in a 10
nm long track segment [42].

Comparing various radiation fields we have seen the expected rise in the yield of large
ionization clusters with increasing LET. A particularly interesting measurement is the
comparison of the ionization cluster size distributions induced by protons and helium nuclei
of the same LET. It is expected that the proton-induced cluster size distribution will contain a
higher frequency of few-ion clusters, due to the more compact track structure. This was
indeed seen in this work.

8.2 Radiobiological studies

In order to interpret the nanodosimetric cluster-size distributions in terms of
radiobiological damage, we have developed a corresponding biological test-system and
measured the radiobiological effect of the same radiation fields in “live” DNA irradiated
under well-controlled conditions (for discussion of the irradiation conditions see §6.1.2).

The purpose of these measurements is to quantify the yield of single- and double-strand
breaks (SSB, DSB) and clustered lesions (CL), induced by single particle tracks in DNA.
These measurements were performed for protons of various energies (250, 19.3 and 1.03
MeV having respective LET values of 0.39, 2.7 and 25.5 keV/um), helium nuclei (26 MeV —
25.5 keV/um) and gamma rays (about 0.2-0.4 keV/um). The latter were used as a low LET
reference for comparison to the published data (see below). The proton energies were chosen
so as to span the LET range relevant to proton therapy [118]. In these measurements we could
study the LET dependence of the various damage yields as well as their variation between
radiation fields having the same or similar LET values.

8.21 Radiobiological test system

Typical radiobiological test systems are based on the irradiation of live cells and a
subsequent, complex, evaluation of the yield of DSBs and of bacterial survival. However,
experimental results of the LET dependence of the DSB yield in cells have been controversial.
It is now believed that current techniques of DSB measurement in cells underestimate the true
yield of DSBs [121], which may at least partially explain this discrepancy. We have therefore
chosen a plasmid solution as our test system, in which the evaluation of break yields is simple.
The plasmid system is however experimentally more complicated than the cellular one: In
cellular systems, the cells are simply grown on a polymer foil, naturally forming a thin layer
and can be easily irradiated, washed off and later analyzed. In the plasmid system, the plasmid
must first be purified to a high degree, care must be taken to maintain the appropriate
scavenging capacity of the irradiation buffer and a thin liquid film must be formed and
maintained for the period of irradiation.

Our radiobiological test system consists of an aqueous solution of plasmid DNA and a
given amount of radical scavenger (chosen to mimic the inter-cellular radical scavenging
capacity). Due to the rapid energy degradation of low-energy ions in matter (1 MeV protons
in particular), we have irradiated the DNA as very thin films (10-16 um) over a wide range of
doses. The irradiated DNA was scored for SSBs and DSBs, using gel electrophoresis (§6.3.2).
The DNA was also transformed into repair deficient (RecA") bacteria (§6.3.3) allowing us to
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quantify the yield of clustered lesions. In both cases we have calculated the damage yields due
to a single particle track by fitting a statistical model ([111] and appendix C) to the measured
dose-dependant yields.

A great effort was put to verify that our irradiation protocol does not result in a significant
yield of damages to the irradiated DNA, beyond those induced by the particle radiation field.
In particular we have seen that (a) the weak proton-induced activation of the quartz substrate
does not induce a noticeable quantity of additional SSBs or DSBs compared to a proton
irradiation of the same duration; (b) the storage of the DNA as a thin film within the sample
holder for up to eight hours (at room temperature) does not induce a significant quantity of
SSBs or DSBs.

8.2.2 Choice of scavenging conditions

In order to try and study the relative contribution of the direct and indirect effects (§2.1.1)
we have measured damage yields in conditions where the direct effect is insignificant (2 mM
glycerol) as well as in conditions mimicking the cellular environment (200 mM glycerol). We
observed that in general the damage yields are 5-20 times lower for irradiation in the presence
of 200 mM glycerol compared to 2 mM due to the protective effect of the glycerol. At high
LET, the magnitude of the indirect effect is somewhat reduced due to the higher concentration
of radicals resulting in increased radical recombination. This effect was seen to slightly
reduce the differences in yields between the two scavenger concentrations.

8.2.3 Results

The data presented here represent a year of intensive efforts, during which we made
precise measurements of the absolute yield of single- and double-strand breaks as well as of
clustered lesions in DNA irradiated in vitro. As described above, these measurements are
extremely complicated, requiring precise control of the irradiation conditions and extremely
pure DNA. Only through these strict requirements does it become possible to collect
meaningful biophysical data which may be compared to the nanodosimetric results

8.2.3.1 LET dependence of damage yields

As the yield of ionizations per unit dose (namely 1/w;) is practically independent of LET
[39], we would expect to find no dependence of the yield of isolated damages (SSBs and
base damages) on LET. The negative slopes seen in figures 6.9 and 6.10 are due to radical
recombination. In general, the vast majority of SSBs will be caused by interaction with OH®
radicals. Higher LET favors recombination of radicals formed in closely spaced spurs
explaining the relatively strong decline of SSB yields with increasing LET. At the high
scavenger concentration the influence of the indirect effect on SSB yields is reduced, which
explains the difference in slopes.

The yield of DSBs and clustered lesions (figures 6.11 and 6.12) shows a more complicated
relationship with LET, starting with a relatively high yield for 250 MeV protons, going
through a minimum around 19.3 MeV and then rising again to a higher value for 1 MeV
protons. Despite the several-fold larger yield of all clustered lesions compared to the DSB
yields, the general LET dependence is very similar in both cases. One should note here that
we could not distinguish between DSBs and clustered lesions of different sizes (i.e. a different
number of individual lesions per damage) and that the yield of clustered lesions of larger sizes
may have a different LET dependence than the yield of all lesions.

The LET dependence of the yield of CLs as well as DSBs (a subset of all CLs) is
determined by the following factors: (1) the number of closely spaced radicals escaping the
recombination process, and (2) the overall level of clustering of radicals and direct ionizations
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on the DNA. These factors are modulated by the amount of scavenger present in the irradiated
solution.

In all radiation fields DSBs and other clustered lesions are mainly formed by local regions
of higher ionization density, which historically have been termed “spurs” and “blobs” [122].
At low LET, these events are widely spaced. As the LET increases, spurs and blobs become
more closely spaced and may overlap thereby increasing the size of ionization clusters, and
also of OH" radical clusters. While the first effect (closer spacing) favors OH® radical
recombination and thereby reduces the yield of DSBs, the second effect (larger size of
ionization clusters) favors the production of DSBs and clustered lesions. The competition of
these two phenomena is probably responsible for the observed concave LET dependence of
the yield of clustered lesions seen for protons.

8.2.3.2 Track structure dependence of damage yields

The LET is not a sufficient parameter to describe the effect of various radiation fields as
supported by the track structure effect that was observed for protons and helium nuclei of
same LET (25.5 KeV/um) as well as for 250 MeV protons and y-rays having similar LET
values. At both glycerol concentrations, the DSB and clustered lesions yields, obtained for
plasmids irradiated with protons was higher than for the plasmids irradiated with helium
nuclei (figures 6.11 and 6.12). This can be explained by the (radially) denser track structure of
protons [123] compared to helium nuclei leading to closer ionizations and more clustered
damage (e.g. see figure 5.1).

At both glycerol concentrations, the yield of SSBs is twofold higher for protons than for
helium nuclei (see figure 6.9). This result may seem surprising at first. One would expect that
the denser ionization track structure of 1.03 MeV protons (leading to the observed higher
yield of large ionization clusters — see figure 5.11) causes fewer isolated lesions such as SSBs.
This may be explained by the existence of additional damaged bases, which cannot be
detected on the gel. Thus, the gel analysis cannot distinguish between isolated SSBs and
lesion clusters consisting of one SSB and one (or more) damaged bases. The yield of this kind
of clusters is indeed expected to be higher in the proton irradiations, compared with helium
nuclei of the same LET and may explain the higher SSB yield seen with protons. In this case
we would expect that the number of isolated lesions (a single SSBs or a single base lesion)
would be the same (or slightly lower for protons due to increased recombination in its track).
We have not been able to reliably quantify the yield of isolated lesions from the Cowan model
for this case.

At low LET, we have compared y-rays from "*’Cs and “°Co radioactive sources (about 0.2-
0.4 keV/um) with 250 MeV protons (0.39 keV/um). Although "*’Cs and “Co are generally
considered equivalent low LET radiations, the break yields seem to be slightly different for in
vitro irradiated plasmids. There was a consistently higher SSB yield (approximately twice
higher) for '*’Cs irradiation than for “’Co at similar scavenger concentrations. The proton-
induced yields were higher than both. For DSB, there was a similar difference for the low
scavenger data only. One may explain the difference between *’Cs and “°Co based on the
different energy spectrum of Compton electrons generated by y-rays of different energies
from these two sources (1.17, 1.33 MeV y-rays for the “°Co and a 660 keV y-ray for the '*’Cs).
The “°Co y-rays will generally generate Compton electrons which are twice more energetic
(590 keV compared to 250 keV for '*’Cs), resulting in half the yield of electron track ends per
unit dose. It is expected therefore that the damage induced by "“’Cs y-rays will be more
clustered. The difference between protons and '*’Cs y-rays is similarly explained by
comparing the (lower energy) d-electron distribution of the protons to the Compton electron
distribution of the y-rays. This difference in yields results from the formation of small radical
clusters as indicated by the fact that it is seen in the formation of SSBs and in the low
scavenger formation of DSBs. It is virtually not seen in DSBs at high scavenger concentration
and not seen at all in the formation of complex lesions. The yield of isolated lesions, as
quantified from the bacterial survival assay was the same (figure 6.10).
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As far as we know, this is the first time that such a radiobiological difference between
these two y-ray sources (“°Co and *’Cs) and low-LET protons has been quantified directly in
DNA. Variations of similar magnitude in the reproductive survival of V79 and HelLa cells,
were reported in [124], from data of several y-ray sources and heavy-ion irradiations. This
finding demonstrates that the common notion that all y-rays have the same relative biological
effectiveness (RBE) (and in particular the equivalence of '*’Cs and “’Co y-rays) is inaccurate
and that one should be careful using y-rays, (rather than x-rays [118]) as a low LET reference.

The track structure effects can also be seen from the dose dependence of the clustered-
lesions yield (figure 6.10). As LET increases and track structure becomes more compact, one
can expect that the fraction of clustered lesions arising from a single-hit mechanism will
increase compared with that arising from multiple hits. This is supported by our observation
that the log bacterial survival curves for protons and helium nuclei of higher LET (25.5
KeV/um) has a linear or almost linear dose response, indicating the prevalence of the one-hit
mechanism, while log survival curves for lower LET radiation fields displays a nonlinear dose
response, indicating that the damage was caused mainly by a multi-hit mechanism.

8.24 Comparison with other works

In table V we present the strand breaks yields obtained by us together with those obtained
by other groups for comparable irradiation conditions. As data for bare DNA irradiated in
aqueous solutions is scarce, we could not find other results taken at our exact conditions;
however, the correspondence between our data and that measured in similar conditions is
reasonable. In some cases we have interpolated data from a log-log graph, to fit our
conditions, obtaining indicative, rather than exact, values, especially for the DSB yields.

In general there is a good agreement between our data and those of [109,110, 125-129].

DNA type Scavenging Radiation SSB yield DSB yield Ref.
capacity [s] field [Gy'1 Da™ [Gy"1 Da|
SV40 1.510° 60Co 2310° 8.810™ 125
plasmid 3.8 10° 60Co 8.510° 1.6 10 Our data
plasmid 3.8 10 60Co 5510  2.010™ Our data
plasmid 6 10* 60Co 410" 110™M 126
plasmids + 3.6 10° 137Cs 210" 109
plasmid 3.8 10° 137Cs 1.810° 3.110™" Our data
Plasmid 7.110° 137Cs 1510°% 11070 110
Plasmidt 3.6 10 137Cs 1107 109
plasmid 3.8 10 137Cs 1.0 10” 210™ Our data
Plasmid 7.1 108 137Cs 610" 610" 110
SV40 1.510° 20 keV/umHe 1.810° 8.810™ 125
plasmid 3.8 10° 255keV/umHe 1.8107 13107 Our data
SV40 3.1107 26 keV/umHe 18107 710™ 127
plasmid 3.810° 255 keV/um He 3.0 10" 1.4 10" Our data

Table V : Comparison of our data (boldface) with that of other groups. " Similar results
obtained with various plasmids and SV40 DNA.

Our data for “Co irradiation agrees well with that of [125] and of [126]. We expect the
yields of SSBs as well as those of DSBs to increase with decreasing scavenger concentration
as is indeed seen. For the Cesium 137 irradiation, the yields of SSB are consistent with the
data of [109]. The helium nuclei data, shown in table V, gives a consistent picture of our
results within the framework of existing data; both our SSB and DSB yields fit well with
those of [127] and [125], giving a consistent dependence on scavenger concentration.
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We could not find data for plasmid irradiation with protons in conditions comparable to
ours. To the best of our knowledge our work is the first time that such results are presented.

The twofold difference in the yields of DSBs and CLs, that we have observed between
same-LET protons and helium nuclei, are in good agreement with the data of Goodhead et al.
[102-104]. They compared the yields of bacterial inactivation of 1.2 MeV protons with 30.5
MeV helium nuclei (an LET value of 22 keV/um and 23 keV/um respectively) and those of
1.4 MeV protons with 35 MeV helium nuclei (LET values of 19.5 KeV/um and 20.5
keV/um). They have seen that the difference in cellular inactivation depends largely on the
type of cell irradiated. Goodhead et al. have found that, in general, protons are more effective
in cellular inactivation than helium nuclei. This is in good agreement with our findings that
protons are more effective in the formation of clustered lesions. The large variance between
cell types they have observed is probably due to the effectiveness of the cellular DNA repair
mechanisms in repairing clustered lesions. In this sense, our measurement is a cleaner one. In
principle it should be possible to predict the results of [102-104] using our data together with
a comprehensive knowledge of the cellular damage processing mechanisms; such knowledge
is not yet available.

8.3 The biophysical model

In order to predict the actual radiation damage in DNA we have developed a simplified
biophysical model based on the ion cluster size distributions, measured in the ND. The model
assumes that there is a one-to-one correspondence between the ionizations measured in the
ND and the ionizations that would be induced in condensed matter by the same track
(assumption #1 in §7.1.1). The model further assumes that each ionization is converted to a
lesion in DNA with a fixed probability, which depends on the lesion type but not on the
number of ionizations formed (assumption #8 in §7.1.3). The validity of the first assumption
is discussed in detail in §2.2.3 above. The validity of the second is somewhat problematic.

In vivo, about two thirds of the radiation-induced damage is due to the radical-mediated
indirect effect (see table III in §6.1.2). We have seen that the yield of lesions induced by the
indirect effect is determined by a complicated interplay of the ionization density and the
recombination of radicals. Hence we would expect the probability for a single ionization to
create a lesion in DNA to decrease with increasing LET (due to increasing recombination).
Incorporation of this effect into the biophysical model would require a full description of the
track structure on a scale of tens if not hundreds of nm; such a description is unavailable with
the current ND. However the knowledge of the track structure is not sufficient for obtaining
reliable lesion yields; a full simulation of the radical diffusion and recombination (see for
example [130]) including all possible chemical reactions, scavenging etc’ would be required.
We describe the ideal ND and model in §8.4 below. Keeping in mind that neither the ideal
ND nor the ideal model can be realized within this work we have preferred to assume that, at
the high radical scavenging, where radical diffusion distances are short, radical recombination
does not play a significant role in the formation of lesion clusters. Indeed we have seen that
our biophysical model provides a rather good prediction of the yield of DSBs but greatly
underestimates that of SSBs.

Based on these two assumptions as well as on other technical assumptions pertaining to
the radiation field and the biological endpoints under study (see §7.1 for discussion), we have
developed a combinatorial relationship between the conditional ion cluster size distribution,
®(nion), and the yield of strand breaks and base lesions. This model has only one free
parameter, pgp - the probability for a single ionization to be converted to a single strand break.
A second parameter, p,,, (the probability for a single ionization to be converted into a single
lesion) is derived from it based on the known ratio of lesions to strand breaks (discussed in
§6.3.3). The value for psp was determined by requiring a best fit of the model to the
experimental DSB yields; this gives a pgz value of 10%. This value can be seen as an average
of the probability of a direct ionization in the DNA leading to a strand break and the
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probability of a radical formed in the water surrounding the DNA to drift to the DNA and
form a strand break. While the former is unknown, the latter can be compared to the estimated
efficiency of SSB induction per OH" radical interaction with DNA of 32%-44% [109] (we get
our value of psp by arbitrarily assuming that a radical formed near the DNA will drift towards
it in 33% of the cases).

We have also assumed that the biologically relevant sensitive volume and the
nanodosimeter sensitive volume are of roughly the same size. Small variations in the sensitive
volume dimensions could be absorbed into the parameters psz and p,,. It is therefore clear
that the values that our model attributes to these parameters are strictly valid only for
interpretation of data measured with one particular gas sensitive volume. The use of another
gas volume of similar but not identical dimensions would require a “calibration” step; the
values of psp and p,,; will need to be set such that the model prediction fits the DSB yield at
one LET value. In this work we compare biological clustered damages, which are assumed to
occur in a 10 bp segment of plasmid DNA, with ionization clusters in a gaseous sensitive
volume of about 6.4 nm long, 4.5 nm in diameter; the SV corresponds to 10 base pairs,
including a 1.5 equivalent nm shell of water molecules. For a deeper discussion of this
assumption, see §3.4.3.

8.3.1 Results

Although the biophysical model developed in this work is a simplified one, it is
encouraging to see that it provides a rather good prediction of the yield of DSBs in irradiated
DNA (figure 7.3).

When we try to use this model for predicting the yield of isolated lesions (such as SSBs)
we find that it underestimates them by a factor of about three. It seems that this is due to the
fact that, in the nanodosimeter, we do not measure ionizations (single or clustered) formed far
away from the sensitive volume, and they are not taken into account whatsoever; but such
ionizations in the biological model system induce radicals which do arrive to the DNA
corresponding to the so-called indirect effect. Indeed in physiological conditions the indirect
effect accounts for about two thirds of the yield of SSBs (see table III). It is in principle
possible to measure this effect with the gas model, using a much larger sensitive volume (tens
of nm in diameter) but this was not done within this work.

The model overestimates the yield of clustered lesions by a factor of about two. As the
DSB data is in rather good agreement with the model, we must assume that we have
overestimated the efficiency of transforming clustered base lesions to DSBs in the bacteria. In
the model we have assumed that if two base lesions are formed, on opposite strands, within a
10 bp DNA segment, they will always be converted to a DSB. It would be more reasonable to
measure the probability of converting two base lesions to a DSB as a function of their
spacing; some work in this direction has been conducted by D’Souza et al. [94].

In order to obtain more accurate predictions it is necessary to take into account also the
radical-mediated indirect effect. This can be done by performing nanodosimetrical
measurements in larger sensitive volumes (10 nm diameter or more) and using a diffusion-
kinetic model [130, 131] to calculate the transport and recombination of OH" radicals.

It is also necessary to better model the response of a biological system to clusters of strand
breaks and base lesions. This can be done using synthesized DNA oligonucleotides,
containing base lesions at specific locations. Some progress has already been made in this
direction [94, 95].

We contend that such a complex model could be built based on nanodosimetric data, but
would require a more rigorous and comprehensive representation of the biochemical
environment of the DNA. However, despite its simplicity, our model demonstrates the
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feasibility of correlating ion cluster-size distributions measured in a DNA-equivalent gas
volume (nanodosimetric data) to real irradiated DNA.

8.4 General discussion and future outlook

The data presented in this work depict a qualitatively (if not quantitatively) consistent
picture of the mechanisms of radiation damage in DNA. We have seen that the ionization
clustering increases linearly with LET, as it should. At the same LET we have also seen (in
one case) that the ionization clustering increases with decreasing 6-electron energy. Our ion
cluster size distributions are in good agreement with other, similar, distributions obtained both
by electron counting in TE gas [65, 119] and by ion counting in nitrogen [81, 119] (both for
4-5 MeV alpha particles). Using MC simulations we have also seen that our measured
distributions are about 12% different from those which would be measured in liquid water
(see figure 2.5). Based on these facts we can confidently claim that the nanodosimetric ion
cluster size distributions can be interpreted as ionization cluster sizes in nanometric
volumes of irradiated tissue.

Using a simplified and biophysical model containing one free parameter, whose value is
within reasonable agreement with the experimental values quoted in [109], we have predicted
the measured DSB yields in irradiated DNA. We have seen that our biophysical model is too
simplified for predicting the yield of other types of damage.

We have operated the nanodosimeter as a scientific research tool, for deeper studies of the
mechanisms of the interaction of radiation with condensed matter on nanometer scales. We
envision its future operation as a diagnostic tool for the characterization of unknown or mixed
radiation fields. A ND is currently installed at the LLUMC proton synchrotron where
measurements of ionization clusters in degraded proton beams (used for proton therapy of
cancer) are being conducted.

By replacing the propane filling gas with “semiconductor-equivalent” gases (Silane for
example) the ND can be adapted to studies of radiation damage to micro- and nano-electronic
devices, for example in space. This cannot be easily done with proportional chambers which
do not operate with such exotic gases.

The ND, developed within this work, requires a trigger on each projectile passing through
it. This requires some knowledge of the radiation field being investigated and does not permit
measuring neutral particles. This limitation can be lifted by designing a hybrid nanodosimeter,
consisting of a standard ion-counting nanodosimeter equipped with an additional electron-
counting device (such as a SEC described in §2.3.1) both detectors having concentric
sensitive volumes. This is somewhat similar to the image shown in figure 2.6: a radiation
track traversing a gas volume induces ions and electrons in it. The ions are extracted into
vacuum (from a nanometric sensitive volume) and counted while the electrons are
simultaneously extracted in the opposite direction, multiplied and imaged. The electron
component can be used as a trigger for the ion detector.

As we have seen, when trying to predict lesion yields in DNA, it is also important to take
into account the radical-mediated indirect effect which cannot be modeled with the current
ND. Using the suggested hybrid nanodosimeter we would be able to measure the ionization
density also at larger scales (using the electron-counting properties) and model the formation
of radicals far away from the SV by the same track. This will enable formulating a more
accurate biophysical model. As we did in the present work, such a model should be
calibrated, using a set of systematic radiobiological measurements. Such measurements,
providing a direct quantification of radiation-induced DNA damage, are rather labor-intensive
and require high doses, precise dosimetry and well-controlled conditions. These requirements
can only be obtained in a laboratory setting and prohibit the application of this type of
experiment for radiation protection/monitoring. For example, when studying complex
radiation fields (such as in a degraded therapeutic beam), precise dosimetry is almost
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impossible (due to the different depth dose curves of the various radiation fields) and a
systematic study becomes extremely difficult. The combination of a nanodosimeter and a
reliable biophysical model in these conditions would yield a more precise prediction of -
damage yields than is available today.
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Chapter 9 :
Conclusions

In this work we have developed, studied and applied a novel nanodosimeter to the study of
radiation damage in DNA. The ion-counting nanodosimeter represents a significant
improvement over existing techniques for the study of radiation effects, enabling for the first
time, the modeling of the interaction of radiation with condensed mater on a nanometer
scale. Taking that the most critical targets for radiation action are short nanometric segments
of DNA, the importance of understanding, measuring and modeling radiation action at this
scale is obvious. Before this work the radiation-track structure on nanometer scales was only
accessible via MC simulations (e.g. [117]).

The ion-counting nanodosimeter provides a wall-less, nanometer scale sensitive volume,
simulating (in principle) any type of condensed matter target. As required in such small
sensitive volumes, the nanodosimeter is sensitive to and can accurately measure the single
ionizations induced stochastically by radiation within them. On the other hand the
nanodosimeter provides the possibility of operating in high particle flux as in accelerator
environment, providing the possibility of quantifying the yields of rare, large ionization
clusters, believed to be the cause of irreparable radiation damage.

We have shown, in this work that the ion-counting nanodosimeter provides a reliable,
precise method for characterization of the nanometric track structure of ionizing radiation. We
have investigated the implementation of a nanodosimeter within an accelerator environment
and found the optimal operating protocols such that the measured cluster size distributions
represent true physical quantities rather than instrumental parameters. We have shown that
the ion-counting nanodosimeter can operate reliably and reproducibly at moderate particle
repetition rates (up to 10 kHz) and can reliably quantify the frequency of rare, large ionization
clusters down to a frequency of 10°.

Using our nanodosimeter, we have measured ionization cluster size distributions induced
by various charged particle beams, spanning a large range of specific ionization values. The
measurements were made in conditions corresponding to those encountered in the actual
irradiation of biological specimens, as for example in radiation therapy.

In order to test the relevance of nanodosimetry to radiation biology, we have irradiated
aqueous solutions of plasmid DNA using various radiation-fields (equivalent to those used in
the nanodosimetric measurements) and quantified the clustering of damage in these in-vitro
irradiated plasmid DNA. We have quantified all lesions, strand breaks as well as base
damage, in a repair deficient environment. In order to compare the results of the two types of
experiments we have developed a basic biophysical model predicting the yield of clustered
lesions in DNA segments based on the ion cluster size distribution in equivalent gas volumes.
Although this is a simple model, which neglects some important processes related to single-
damage creation and repair, we have been able to predict the trends observed in the biological
data, particularly those related to clustered damage — of relevance to the radiation biology
field.

We have performed systematic radiobiological studies of DNA irradiated in vitro. The
yields of SSBs, DSBs and total clustered lesions were assessed for a plasmid in solution
irradiated with y-rays, protons and helium nuclei. Clustering of lesions became apparent at
various levels of analysis and was dependant on the LET (micron-scale ionization density) of
the radiation fields as well as on the nanometer-scale track structure variations between
different radiation fields of equal LET and between different y-ray energies.
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We have observed complex LET-dependant clustered-lesion yields, attributable to a
competition between the increase in the clusters induced by direct ionization of DNA and the
decrease in the clustering of lesions formed by radical mediated damages, due to
recombination of radicals. The effect of the track structure at the same LET, is reflected by
the fact that protons have roughly twice higher damage yields than helium nuclei of equal
LET (25.5 keV/um). This is visible for DSBs and complex lesions, but also for SSBs since
some of the SSB are generated as a cluster containing base lesions (not detected by our SSB
assay). Most surprisingly we also see a noticeable difference in yield between “°Co and "*’Cs
y-rays. Since this difference is seen mainly for SSBs (and not for complex clusters), it
concerns probably only small clusters (SSB and one or few base lesions).

Subsequently we have seen that our implementation of ion-counting nanodosimetry does
not provide a full picture of radiation effects in tissue. The small sensitive volume which is
the great achievement of nanodosimetry has also a certain drawback. Within irradiated tissue
some 65% of the damage occurs by the radical-mediated indirect effect. Here radiation-
induced ionizations, formed up to tens of nanometers away from the DNA result in chemical
damage to it. In order to model this type of damage it is required to know the ionization track
structure on a scale much larger than that provided by the ion-counting nanodosimeter. This
knowledge, coupled with an appropriate diffusion-kinetic model for describing free radical
transport, reactions and recombination can predict the damage yields formed by indirect
effect.

We envision that the next generation of hybrid nanodosimeters which will overcome this
limitation; such instruments would permit simultaneous measurement of nanometer-scale
ionization clusters, vital for the understanding of direct radiation damage to DNA, in
correlation with the ionization density on the larger scale required for quantification of
indirect effects. Currently it is only possible to measure the former (using our ion-counting
nanodosimeter or the Jet counter) or the latter (using mini-TEPCs, the SEC or the OPAC), but
a true understanding of the processes of radiation damage to DNA would ultimately require
both measurements correlated on a track-by-track basis.

We have seen that the nanometer scale track structure plays a significant role both in the
radiation damage to DNA and in the ionization cluster size distributions measured with the
nanodosimeter. This was clearly demonstrated by comparing the results from protons and
helium nuclei, having the same LET but different nanometric track structures, inflicting
different radiation-damage to the DNA. Previously such indication was only seen in some
limited cellular systems and in the irradiation of liquid water. Our results clearly demonstrate
the relevance of the nanodosimetric information to the radiation impact outcome in the DNA
system, and point at the superiority of nanodosimetry over current macroscopic
approaches (such as the use of LET).

Nanodosimetry could be used to predict the damage caused to condensed matter (tissue,
nanoelectronic devices or any other interesting target) by ionizing radiation, much better than
with current techniques. This will be useful in high radiation environments, such as near
nuclear reactors, particle accelerators or in space, where nanodosimetry will enable the
development of more accurate radiation protection standards. Furthermore, application of
Nanodosimetry to therapeutic beams will permit the development of more efficient and safe
radiation therapy protocols.
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Appendix A :

Simulation of light-ion track structures

Within this work we have extensively employed a MC simulation code developed by B.
Grosswendt (PTB, Germany). The original code simulates charged particle interactions in an
arbitrary mixture of carbon, nitrogen and oxygen. The principles and application to propane
are described in detail below.

The model and code developed for simulating the formation of ionization clusters in the
ND is based on the following assumptions, valid for ions at energies above 1 MeV/nucleon:

1. The initial particle energy is not significantly changed by inelastic
interactions of the primary particles, while penetrating through the ionization
volume of the ND.

2. The energy and the flight direction of the particles within the ND
are also not markedly changed by elastic interactions.

3. Electron capture or electron stripping processes along the
particles' path within the ND do not influence ionization-cluster formation.

The first of these assumptions is justified, for instance, by the electronic stopping power of
the particles, which is equal to 316.3 eV cm?’/ug and 1253 eV cm?/ug for 1 MeV protons and
4 MeV a-particles in propane, respectively [132]. These stopping powers lead to a relative
energy loss of about 0.7%, assuming a penetration length of 10 cm through propane at 0.9
Torr and 25° C (density 2.1 pg/cm’). The corresponding energy loss of 12 MeV carbon nuclei
is about 2%. The validity of the second assumption is obvious both from the nuclear stopping
power, which is much smaller than the electronic stopping power at higher particle energies,
and from the particles’ detour factor. For 1 MeV protons and 4 MeV a-particles, for instance,
the detour factors in propane [132] are 0.9949 and 0.9959, respectively, thus demonstrating
that the particles' projected ranges are almost equal to their continuous-slowing-down ranges.
The third assumption can be justified based on the results of Baek and Grosswendt [133] with
respect to the influence of charge exchange processes of protons on their ¥ value.

The main steps for simulating the ionization pattern of track segments of light ions in gas
are, therefore:

1. Determination of the distance to the subsequent point of ionization impact
interaction.

2. Determination of the energy and direction of secondary electrons ejected
by ionization processes.

3. Simulation of the slowing-down of these electrons in the gas

4. Analysis of ionization-cluster formation taking into account the efficiency
map, which defines the sensitive volume of the ND (see §3.4).

A.1 lonization patterns induced by the ions

According to the basic assumptions made in our MC model, the distance an ion has to
travel between two subsequent interaction points is governed by an exponential probability
density which is characterized by the particle’s mean-free-path length with respect to
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ionization. This mean-free-path length is equal to /nd"(K,)]”’ where N is the number density
of target molecules, and *"(K,) the integral ionization cross section of particles of type v at
energy K,. The integrated ionization cross section is, therefore, the key parameter for ion
cluster formation.

Protons: In the present MC model, ¢”*(K,) for protons is calculated using the analytical
functions and experimentally-based parameters of Rudd et al. [134]. Since the appropriate
parameters for propane are missing, those for methane are applied after scaling by the ratio of
the number of weakly-bound electrons of both molecules, as proposed by Wilson and
Toburen [135]. To simulate the secondary electron distribution after proton impact ionization,
we used the single-differential cross sections of the Hansen-Kocbach-Stolterfoht (HKS)
model [136] with respect to the secondary-electron energy for specific sub-shell i with
binding energy B, and electron occupation number 7;. The values of B; and #; are taken from
Hwang et al. [137] for 10 orbitals of outer or weakly-bound valence electrons of propane. The
advantage of using the semi-empirical HKS model is that it has no adjustable parameters and
it gives the single-differential as well as the double-differential cross sections with respect to
the energy and the emission angle of the secondary electrons. The model is also applicable to
particles other than protons.

After selecting the secondary electron energy, the polar angle 8 of the electron's trajectory
relative to that of the proton is sampled. For that we use the double-differential cross section
of the HKS model at specific electron energy, normalized to its integral over cos(6) within the
limits -/ < cos(d) < I. The azimuthal angle of the electron direction is assumed to be
uniformly distributed between 0 and 2z. These data are then used as input parameters to the
Monté-Carlo model for electrons, which is shortly described in section A.2.

Alpha particles and carbon ions: As no experimental integral ionization cross sections of
a-particles or carbon ions at specified energy K, are available in the energy range of our
measurements, we use the experimentally-based cross sections for protons at energy K, =
(my/m,)K,, where m, represents the proton mass and m, the mass of a-particles or carbon
nuclei. To take into account the dependence of the ionization cross section on the charge of
the projectile, the proton cross sections are multiplied by a scaling factor, proportional to the
square of the projectiles’ atomic number z,, according to first order Born approximation to the
Bethe theory [138]. A deviation from the z*-dependence is included, based on the ratio of the
ionization cross section for a-particles or bare carbon nuclei in He to the cross section of
protons in He at the same velocity, multiplied by z,” (as given in figure 4.16 of [136]). This
leads to a reduction of the ionization cross section, for instance, by 3.6% in the case of 4 MeV
a-particles and by 18.4% for 12 MeV carbon nuclei. To take into account the charge state of
the particles on their way through our ND, a charge state equilibrium is assumed and the ratio
zéﬂz/zvz is used as a further correction to the ionization cross section for particle v. Based on
the procedure of Ziegler and Manoyan [139] to determine z.;, this correction leads to a
further reduction of the ionization cross section by about 6% for 4 MeV a-particles and by
31.1% for 12 MeV carbon ions. Both types of corrections become smaller with increasing
particle energy.

A.2 lonization patterns induced by secondary electrons

The histories of all particle-induced electrons produced in the gas are followed from one
interaction point to the other, taking into account elastic electron scattering, different
excitation interactions, and impact ionization. The main steps for simulating the propagation
of electrons through the gas are, therefore:

1. Determination of the distance to the subsequent point of interaction.

2. Determination of the type of interaction the electron will undergo at this
point.
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3. Sampling of the energy loss and flight direction resulting from the
interaction selected in step 2.

As external electromagnetic fields are not included, it is assumed that the electrons travel
along straight lines connecting subsequent interaction points. To determine the traveling
distance, we assume that the target molecules can be treated as independent points
homogeneously distributed in space. In this case the traveling distance is governed by an
exponential probability density, which is characterized by the mean-free—interaction-length of
the electrons. This mean free interaction length is equal to /nd”(K)]”, where Nis the number
density of target molecules, and 6"/(K) the total scattering cross section at electron kinetic
energy K:

o (K)=c"(K)+ ) o™ (K)+c"(K) (A.1)
J

Here, o*(K) is the elastic scattering cross section, o (K) the cross section for the excitation
of a propane molecule to a state j, and ¢'”'(K) is the total ionization cross section.

The type of interaction that the electron suffers at each interaction point is sampled from
the set of discrete probabilities, p (K). These interaction probabilities are equal to the ratio of
the cross section of a given interaction process ¢”(K) to that of the total electron scattering,

A(K) .

In the case of elastic interaction, the polar angle of the electron's flight direction after
scattering, relative to its initial direction is determined on the basis of the differential elastic
cross section. We assume that the azimuthal scattering angle is uniformly distributed between
0 and 27 If an excitation to a particular state j has been selected, the initial electron energy is
reduced by the excitation energy required for the process but the electron direction is assumed
to remain unchanged. In the case of impact ionization (only single ionization is taken into
account), a secondary electron is ejected, which may contribute to the ionization pattern and
must, therefore, be followed in the same manner as the primary electron.

The complete history of any electron is simulated until it leaves the volume of interest or
until its energy becomes smaller than 10 eV, below the lowest ionization threshold (11.08 eV
in the case of propane).

A.2.1 Electron Scattering Cross Sections in Propane

The cross sections used for the present simulation in propane are based mostly on
experimental data; they are described by analytical functions, useful for extrapolation and
interpolation purposes. The details of the evaluation of cross sections and of their validation,
are given in [140].

A.2.2 Elastic Electron Scattering

The treatment of elastic electron scattering was based on Rutherford's differential cross
section (do/d(d)? with respect to the solid angle, modified to take into account atomic
screening effects:

(do-(K)jd B Z(Z +1)e’ K+me* |
dQ (1-cos3+2n)*(4re,)* | K(K +2m,c?)

(A.2)

Here,  is the polar angle of scattering relative to the initial electron direction, and K the
kinetic electron energy; Z is the atomic number of the target atom, e the electron charge, & the
permittivity of vacuum, m.c’ the electron rest energy, and 7 is the so-called screening
parameter.
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The integral elastic electron scattering cross section o”'(K) at kinetic energy K is
obtained by integration of eq. (A.2) with respect to the solid angle:

' (K) =

4 2 2
Z(Z+D)re { K+m,c } (A3)

n(+n)(4re,)’ | K(K +2m,c*)

The last equation was used to determine the screening parameter 77 as function of electron
energy K, on the basis of integral cross sections, o(K), derived from experiments, as
proposed by Grosswendt and Waibel [141]. The polar angle of scattering is then sampled
conventionally using the differential elastic cross section. This procedure is a satisfactory
approximation of differential elastic scattering at energies greater than about 200 eV; at
smaller energies, however, large angle scattering is strongly underestimated. Because of this,
a correction factor is applied at lower electron energies.

A.2.3 Impact ionization

The ionization part of our Monté-Carlo simulation of electron histories is based almost
exclusively on the integral ionization cross section ¢”'(K) used by Chouki [142] in his
analysis of swarm data, somewhat modified to get a better agreement with direct cross section
measurements near the ionization threshold. o®'(K) can be described by the following
analytical function, which is consistent with the Bethe theory:

© €4 ce(K-1)
O-iOn (K) = 47m§ L ln 1 + K - I e (K/Ry) + c3e (K/Ry)2 n cse Ry(K/Ry)z (A'4)
(K/Ry) Ry

Here, ay is the Bohr radius, Ry=13.61 eV is the Rydberg constant, /=11.08 ¢V is the lowest
ionization threshold of propane, and c;..cs are dimensionless fitting parameters [140].

The energy distribution of secondary electrons emitted after electron impact ionization was
determined from a single-differential cross section do(K)/de (where ¢ is the outgoing
electron's kinetic energy) expressed by the Breit-Wigner formula, as proposed by Green and
Sawada [143]. As the parameters describing dorK)/de in propane are not included in the
tables of Green and Sawada [143] we use the data for methane. The errors induced by this
procedure, due to the wrong shape of the energy distribution, for slow electrons in particular,
and the non-ideal behavior at high energies, are acceptable for most applications.

The energy K’ of the primary electron after impact ionization is calculated according to
K’=[K-e-I(K)], where I(K) is the ionization threshold energy applied at a specified electron
energy K. This ionization threshold is assumed to depend on the electron energy K, to
approximate the contribution of sub-shells with binding energies greater than the lowest
ionization threshold of 11.08 eV, which can contribute to o;,, if the electron energy is high
enough. /(K) was set equal to the average binding energy of the weakly-bound valence
electrons of propane, calculated on the basis of the partial electron ionization cross sections of
Hwang et al. [137].

No appropriate experimental data exist for the flight directions of the electron after
scattering and of the ejected secondary electron. Therefore, the flight directions were
determined approximately, using the kinematic equations proposed by Berger [144], which
are based on conservation of momentum and energy. The azimuthal angles of the electron
after scattering and the secondary electron are assumed to differ by n and one of the two
angles is assumed uniformly distributed between 0 and 2z This procedure represents a
satisfactory approximation of the measured data of Opal et al. [145], at energies above ~200
eV. At lower energies the following assumptions [141] are made, which are more consistent
with the experimental data:
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1. Secondary electrons at energies smaller than 50 eV are emitted
isotropically;

2. In the energy range between 50 eV and 200 eV, 90% of the secondary
electrons are emitted in the angular range between 45° and 90° whereas the rest
are emitted isotropically;

3. The scattering angle of primary electrons, at energies above 100 eV
after an ionization event, is given by Berger’s equation. It is uniformly
distributed between 0° and 45° at smaller energies.

A.2.4 Impact excitation

The treatment of excitation processes in propane was also largely based on the data set of
Chouki [142]. It contains one discrete excitation cross section with a threshold at 9.13 ¢V, a
series of cross sections for vibrational excitation, one cross section for molecular dissociation
and one for electron attachment.

The discrete excitation cross section was fitted to an empirical function similar to that used
for impact ionization:

cs(K—cy)

C3
_ - S
2 |le K/ED +c,e Ry(K/Ry) (A5)
Ry

o (K) =4’ mln(l +

Here, the different parameters have the same meaning as in eq. (A.4).

Chouki's cross-sections for electron attachment, vibrational excitation and molecular
dissociation were fitted to a formula, recommended by Jackman et al. [146]:

B,
o (K)=4mlRy* %[l - é/A’ } é/Q" (A.6)

J

where (=Wy/K and f, W, A, B; or £; are parameters that are characteristic of different
excitation processes; the other quantities are those of Eq. (A.4). For the parameters, see [140].

A.2.5 K-shell ionization

When the ionization process results in the ejection of an inner shell electron, a vacancy is
formed, which is filled by the collapse of a second electron from the outer shell into the
vacancy. The excess energy is released as a characteristic X-ray or as an Auger electron. Both
channels will result in the formation of additional ionizations in the medium, as the electron is
stopped (or the photon absorbed). In the specific case of carbon, this may result in up to 12
ionizations.

Due to the small uncertainties in the total ionization cross sections in propane, it is
assumed that the K-shell ionization cross section is already included in the total cross section.

As propane consists of 3 carbon atoms, the K-shell ionization cross section of propane was
taken as three times the cross section for K-shell ionization in carbon atoms. The carbon cross
sections, o, (K), were taken, where available, from the literature [147]. When not available
(proton energies above 18 MeV), they were calculated based on the electron cross sections,
using the formulas of [148] at K< 1400 eV, and by using the Bethe formula at higher energies.

a) K< 1400 eV

If we denote the ratio K/Ix of the electron energy K and the K-shell threshold energy Ix=
288 eV by U, 6.“(K) is given by the following equation:
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7,
ot (k)=

c
K

InU

alRy* x ¥ x ® x (A7)

where 7ic= 2 is the number of electrons in the K-shell of the carbon atom, a,= 0.529%10°
cm is the Bohr radius, and Ry is the Rydberg constant (as above).

I 9,
Y= (—KJ (A.8a)
Ry
d, :—0.0318+O'3160—0'(1]1235 (A.8b)
1736, 0317
®=10.57¢ YV VU (A.8¢)

b) K> 1400 eV (Bethe formula)
If we use the same definitions as at smaller energies, ¢.(K) is given by the following
equation:
of(K)=4m;R 2 e s
c 0 y 12

K

L n(ey xU) (A.9)
U

nl

with b,; = 0.9 and ¢,; = 0.65 as dimensionless parameters.

In addition, the relativistic correction of the energy dependence was applied at electron
energies greater than 70 keV.

The ejected auger electron (K=276 eV) was tracked as a d-electron. It was also assumed
that the propane molecule, being doubly charged, dissociates into two singly charged ions.

A.3 Simulation of the ND response

In order to perform the MC simulations in a way as close as possible to the experimental
conditions, the MC code takes into account the energy spread of the projectile's beam and, at
least in principle, also the radial distribution of the beam intensity. For the latter, we assume a
homogenous 1 mm-diameter cylindrical beam for protons and carbon ions produced in the
accelerator, and a radial beam profile for a-particles from an **'Am source (evaluated using
the calculations according to Johns and Cunningham [149]). The energy spectrum of the
different accelerator beams due to energy degradation in the scattering foil was determined
using SRIM [90], and that of the a-particles by direct measurements using a calibrated solid-
state detector.
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Appendix B :

Model studies of cluster pileup in the DAQ

B.1 The MC simulation

As described in §3.1.5, The DAQ is triggered by a pulse from the “triggering detector”
(either the MWPC anode or the MCP); following the trigger an (optional) high voltage pulse
is applied to the ionization volume (IV) anode, collecting all ions in the SV to the IC. The
trigger also resets a clock and only ions counted within 100-200 psec (the “DAQ acceptance
window”) after the trigger are registered.

We have seen that when operating the ND at high beam repetition rates cluster-pileup
(CPU) occurs. This refers to a case where two projectiles pass through the IV within the DAQ
acceptance window, depositing ions in the SV; these ions will be registered as belonging to a
single cluster. To overcome this, we have rejected, offline all events in which a second
projectile particle arrives within the DAQ acceptance window, however this method relies on
an efficient trigger detector. In our experiments we have seen that the trigger detector
efficiency was about 80% (the MWPC detector) and in one case (MCP irradiated by 1 MeV
protons) as low as 50%.

In order to better understand the influence of the beam rate and trigger efficiency on the
measured cluster size distributions, we have developed a simple MC code of the ND DAQ
system. The structure of the code is as follows:

1.Generate the x coordinate (altitude in the SV) of the incident projectile.

2. Randomly assign the projectile to be triggering or not triggering, using
the trigger efficiency, which may depend on x (The MCP detector, for
example had an active area smaller than the beam in the case of 1 MeV
protons — see §5.3.1).

3. Generate the arrival time of the projectile, according to a uniform time
distribution with given average rate, such that the rate of triggering projectiles
matches that of the experiment.

4. Calculate the (time dependant) electric field, £,(z). In pulsing mode the
field is low (typically 20 V/cm) except for a 100-200 psec period of high field
(typically 60 V/cm) following (almost) each triggering projectile. The only
exception being a projectile which passes within the DAQ acceptance window
and does not generate a HV pulse.

5. Generate the number of ions induced by each proton (according to an
experimental or “idealized” cluster-size distribution — see below).

6. Calculate the ion arrival time, using the (time-dependant) electric field
E (1) calculated above. and the ion drift velocity measured in §4.2.3 (v = 0.43
mm/usec at 60V/cm). It is assumed that v is proportional to £;. The spread in
ion arrival time is taken from the pencil beam experiments.

7. Save the arrival times of the triggering protons and of all ions to a file,
in the same format as used by the DAQ software

8. Analyze the resulting file using the standard data analysis software.
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The resulting cluster size and ion arrival time distributions were then
compared to those used as the input.

B.2 Model results — pencil beam

At first the model was applied to a pencil beam, where the ion arrival time distribution was
fitted to measured results with a 1 mm beam diameter passing 15 mm above the ion extraction
aperture. We have checked the dependence of the measured cluster size distribution on three
parameters: the beam rate, the trigger efficiency and the ratio of the pulse field and the
electron-sweeping field (DC corresponds to a value of 1; pulsed mode corresponds to 3 (see
§4.2.1).

To estimate the fraction of CPU events (i.e. for how many events, contain ions from more
than one projectile) we used, as input, an artificial cluster size distribution where all triggering
projectiles had exactly O ions and the rest had a cluster size distribution taken from
experimental data (e.g. figure 3.9).
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Figure B.1: Fraction of CPU events as a function of trigger efficiency and rate (for 13.6 MeV
protons). In our conditions (rate~500 Hz Trigger efficiency ~80%, marked by the cross) there are about
0.2% of affected events. The values on the contours correspond to the fraction of CPU events.

In figure B.1 we see the resulting two-dimensional plot where the contours correspond to
an equal fraction of CPU events. For example we see that at our experimental conditions
(80% trigger efficiency and a rate of 500 Hz marked with an “x”) there will be 0.2% CPU
events. By looking at different cluster size distributions we have seen that this value increases
with the average cluster size but saturates once most events are non-empty. In particular we
have seen no difference between an artificial situation where all clusters contained 1 ion and a
situation where all clusters contain 3 ions.

By comparing cluster size distributions at different trigger efficiencies and beam fluxes
we saw that at a beam flux of 500 Hz, even a 10% efficient trigger (i.e. one in ten projectiles
is a triggering one) results in a curve which is indistinguishable from the real distribution (not
shown), containing <1% pileup events (see figure B.1).

109



At higher rates, on the other hand we do require an efficient trigger. For 10 kHz, for
example, a trigger efficiency of 80% would result in about 4% CPU events, and a noticeably
different cluster size distribution. Figure B.2 compares the simulated cluster size distributions
at trigger efficiency of 80% and beam fluxes of 1 and 10kHz. At 1 kHz the difference
between the cluster size distribution with and without pileup is smaller than the statistical
error. For 10 kHz it is significantly larger.
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Figure B.2: Simulated cluster size distributions( thin line) at a rate of 500 Hz and 10 kHz at
80% trigger efficiency. The symbols denote the experimental cluster size distribution, used as input to
the simulation; the dashed and (thick) solid lines at the bottom show respectively the statistical error
and the absolute value of the difference

A second phenomenon, seen already in the experiment (figure B.3) is the apparent pedestal
in the ion arrival time distribution. This is due to ions from non-triggering protons, arriving at
random times. The area under the pedestal corresponds to the increase of the average cluster
size; for 2 Hz there is no change, for 500 Hz ~1% and for 10 kHz ~10%. The level of this
pedestal was used as a quick check of the CPU level during the measurements.
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B.2.1 Significance of the electron-sweeping field

In our experiments, and all simulations reported above we have used a ratio of the pulsed
field to the sweeping field of 3. This ratio was chosen such that the sweeping field is below
that required for avalanche multiplication in propane (see §4.2.1). From these simulations we
have seen that the magnitude of the electron-sweeping field is also an important factor in
determining the fraction of CPU events. This is easy to see when considering a very low
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sweeping field (a sweeping field of 5V/cm is sufficient to efficiently sweep the electrons). In
such a case, the ions generated by a non-triggering projectile will remain in the SV for very
long times and the ND will be much more sensitive to CPU events.

At a beam flux of 500 Hz, at a trigger efficiency of 80%, we have seen that field ratios of
up to 10 (i.e. a sweeping field of 6 V/cm) can be used before noticeable distortions arise;
nevertheless we have used a field of 20V/cm in all of our experiments. It should be noted that
at high beam flux (10 kHz), at the same trigger efficiency there will be distortions no matter
what this ratio is.

y ] Figure B.4: ion arrival time distributions:
Beamprofle 1 the thin line is the measured beam profile
ﬁ . E;e;;ffriim 1 (converted to time units using the measured ion
001 5 | drift velocity). The thick line is the simulated
r 1 ion arrival time distribution. The squares are the
<) measured ion arrival time distribution.
©
&
1E-3
: J
1E-4 L .
0 50 100 150 20¢
Time [usec]
0.10 — T T T T Figure B.5: The effect of CPU on broad
\ 0 . . . .
& Heli beam cluster size distributions. The line
elium . o
0.08 ®  Predicted — represents the measured cluster size distribution
\ Measured induced by helium nuclei. The squares are the
&> 006 simulated cluster size distribution, based on the
c helium data and on the expected CPU. The
S 0.04 diamonds are the measured proton data. It is
g obvious that the CPU cannot explain the
E o2 difference in the cluster size distribution
. M between protons and helium nuclei.
0.00 i

3 4 5 6 7 8 9 10 11 12 13 14 15
cluster size

B.3 Model results — broad beam

In the low energy proton measurements we had a beam, which was Gaussian in shape
(RMS=10 cm), and much larger than the trigger detector’s active area. We saw that in such a
case only 51% of the projectiles generate a trigger in the MCP detector, assuming that the
MCP has no additional inefficiencies.

We want to prove that this deficiency cannot account for the observed difference between
the 26 MeV He"™" data and the 1.03 MeV proton data (cf. §5.3.3). We therefore repeated the
simulation above using the measured 1.03 MeV proton beam profile (see B.4). A good
indication is that we indeed reproduce the ion arrival time distribution measured in the
experiment (apart from the falling edge, which has a different slope, due to secondary effects
in the ion channel; this is a known imperfection of our ND (discussed in §4.1.4) and appears
in ALL measurements). Note the excellent agreement in the 0-50 psec region corresponding
to ions generated by triggering projectiles.
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The pedestal observed at long times (150-200 psec) is characteristic of CPU. At these
times there is no chance to have “legitimate” ions. About 5% of all ions arrive in this tail
region (note that when we perform a time cut this fraction will reduce to ~1%, same as we had
in the narrow beam studies). What we see in this figure is that the MC simulation faithfully
reproduces the effect of the CPU.

In order to prove that the difference between the helium- and proton-induced cluster size
distributions is not due to pileup, we have used this code to predict the pile-up distorted,
proton-induced, cluster size distribution, assuming that the “real” cluster size distribution is
the one we measured with the helium nuclei. Figure B.8 compares the two measured
distributions (from figure 5.11) with the CPU-distorted helium-induced cluster size
distribution. It is clear that distortions due to CPU CANNOT account for the observed
difference between the helium and proton data. It was also seen that if we impose an
additional inefficiency on the trigger (down to a trigger efficiency of <20%), we could still
not reproduce the difference between the protons and the helium nuclei.
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Appendix C :

Modeling of plasmid damage yields

C.1 The model

C.1.1 Assumptions

The formation of single strand breaks (SSBs) and double strand breaks (DSBs) by
chemical agents has been theoretically studied by Cowan [111]. We have adapted this model
for the formation of strand breaks and bacterial inactivation by ionizing radiation. The main
assumptions of the original model are:

1. Two independent agents exist: a nicking agent, which forms a single isolated SSB,
and a cutting agent, which forms a single, isolated “direct” DSB.

2. SSBs are formed with equal probability on both strands.
3. Both SSBs and DSBs are formed at random locations along the plasmid.

4. Two close SSBs on opposing strands will always join to form an “indirect” DSB. The
interaction distance is discussed in depth in §3.4.3 and in §6.3.3.

Based on these assumptions a theoretical model was developed to predict the measured
fraction of plasmids, after action of given concentrations of both agents, in the 4 states:

e SC: supercoiled (no SSBs and no DSBs),
e OC: open circle (one or more isolated SSB and no DSBs),
e LP: linear (exactly one (direct or indirect) DSB and any number of isolated SSBs)
e FP: fragmented (more than one (direct or indirect) DSB and any number of SSBs).
The parameters of this model are:
e - The yield of isolated SSBs (per plasmid per nicking agent molecule).
e ¢- The yield of isolated DSBs (per plasmid per cutting agent molecule).

e b - The “interaction distance” between SSBs as a fraction of the plasmid length.
Two independent SSBs formed (by different nicking molecules) on opposing strands at a
distance of b or less will be transformed to a DSB with unit efficiency. Within this work
we have used b=107 (i.e. 10 bp).

C.1.2 The model equations

The modification of this model to ionizing radiation consists of a simple replacement of
the parameters z and ¢, by Dy and D¢, where D is the irradiation dose and the parameters u
and ¢ can be interpreted as the rate (per unit dose of irradiation) of formation of isolated SSBs
and isolated DSBs per plasmid. Note that this assumes that both processes are linear in dose;
the induction of indirect DSBs will then be quadratic in dose (in first approximation).

In terms of these parameters the final probability of an initially supercoiled plasmid to be
in any of the states, after irradiation by dose D is given by:
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SClu, b, D)=
0C(u,4,6,D)= (2 e ~2¢ 1 DX, ) B.1)
LP(,u,(/ﬁ,b,ﬁ)z ¢ [2 "fw Y, +e 2 e )i gBle 1 (2 e~ e + DX, ))J
FP(, 4,5, D)=1-S(u,,5,D)- (/J,¢ b, D)~ L{u,4,b,D)
with
|1s] L ub(1- jo)P
Ze D(1+jp)/2 2
= 2j! (B.2)
L uD(14jb)12 [; ,uﬁ(l—jb)]zj'l
— +1
Y, Ze [2] +— ,uD( jT

However, using the gel electrophoresis measurement we can only measure the fraction of
supercoiled, open circle and linear DNA. The fragmented fraction will consist of an extremely
broad distribution of plasmid lengths and will not be detectable on a gel. In order to compare
our measurements to the model we should look at SCY=SC/(SC+OC+LP), instead of SC,
0C”"=0C/(SC+OC+LP) instead of OC and LP"=LP/(SC+OC+LP) instead of LP. This
corresponds to renormalizing the three fractions, SC, OC and LP, ignoring FP (which we
cannot quantify accurately).

C.1.3 Zero dose values

Even a perfectly prepared plasmid sample will have some background level of Open
circular and linear plasmids. In order to take into account this initial population, we can
assume that it is generated by an a priori action of some nicking and cutting agent. Using this
approach we need only to replace xD and ¢D, in the above expressions by uD +uy and gD
+¢, respectively, and to treat 1 and ¢, as independent model parameters to be fitted to the
data.

In his paper, Cowan, also presents a simplified version of the equations for SC”, OC" and
LPY, which is valid at relatively low doses, when indirect DSB formation due to nicking can
be ignored:

_ib
sc =L
1+¢D
l—e*D
oc" =—° (B.3)
1+¢D
p =92
1+¢D
In this case, one can extract the parameters 14 and ¢, analytically. This gives:
LP) SC,!
= ; =—In —>— B4
i —Lp M L—LPOM} B

One should note that, for real data, nicking is the dominant mechanism, in particular, at
low scavenging concentration. In order to get accurate measurements of the linear fraction we
have to use relatively high doses, for which DSB production due to nicking cannot be
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ignored. Therefore, we should use the exact model rather than the approximate formulas.
However, at the low dose range (which is relevant for calculating x4, and ¢) these
approximations are valid.

C.2 Gel data fitting

In order to extract the parameter values (i, @, 1 and @), b was fixed as 10 bp) from the
measured gel data, we have used the Levenberg-Marquardt [150] algorithm for minimizing
the * function:

1
47 = Z{(SC—SCM)2 +(oc-oc" ) +(LP-LP" )2} (B.5)

Npor ai
doses

(where npor is the number of degrees of freedom in the problem) as a function of the
parameters z, ¢ and the zero dose values (LP;" and SC;). Both the direct fitting of 1 and ¢,
to the data and the recipe suggested by Cowen were tested. It was seen that the direct fitting
yields a rather bad fit whereas if PL,” and SC,".are fitted (using the given relationship to
calculate 1 and ¢), the fit quality is much better. Probably this is due to the logarithmic
dependence of 4 on LP,M and SC,M.

A sample plot of the measured fractions (SC, OC and LP) as a function of dose is shown in
figure 6.9, along with the model fit.

C.3 Survival data fitting

In the previous section we assumed that the radiation could only induce strand breaks in
the plasmid. While this is appropriate for the analysis of the electrophoresis data, where only
the strand breaks are detectable, in reality the radiation can also induce base oxidations
(typically at a 2.5 times higher yield than that of the strand breaks). When the plasmid is
inserted into a bacterium it is assumed that each base damage is converted with unit efficiency
to a single strand break. We also assume that SSBs (both the initial SSB and the base damage
induced SSB) will be fully repaired if they are isolated see §6.3.3 for the validity of these
assumptions.

As the bacterium needs an intact plasmid to survive, the number of surviving bacteria will
be proportional to the fraction of plasmids with no damage (SC) or with a single damage
(0OQC), which may be either a strand break or a base oxidation.

The surviving fraction (SF) of cells in a transformation experiment involving a control
experiment with unirradiated plasmids and an experiment with plasmids irradiated to a dose D
is thus given by:

N.(D) _ SC(i', 'y #,¢'s, D)+ OC(i', 'y # ¢y, D)
N,(0) SC'y .9, .00 +0C(',.9',.0)
Where 1y and g correspond to the yield of total damages (SSB + base oxidations) pre

irradiation and after unit dose. Similarly ¢’q and ¢’correspond to the yield of “clustered
damages”. The functional forms of SC and OC are given in the previous section.

SF(D) = (B.6)

Since the surviving fraction was seen to vary over several orders of magnitude (between
100% and 0.5%), the fitting procedure was seen to be more reliable, when fitting —/n(SF)
rather than SF itself. This has the added advantage that the fitting results are independent of
the zero dose values of SC and OC. Note also that if we assume that the inactivation events
are statistically independent (i.e. Poisson distributed), —In(SF) is equivalent to the average
number of inactivation events per plasmid per unit dose.

In this case the minimized y function is:
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1

" {in(s7)-n(sc + oc™ )| (B.7)

por i
doses

X =

A sample plot of the measured —log survival as a function of dose is shown in figure 6.10,
along with the model fit.
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Appendix D :

Mathematical derivations

D.1 Reduction of the trinomial distribution to a binomial
distribution

D.1.1 In the case of strand break formation

Eq. 7.9 gave the yield of an ionization cluster containing nsp strand breaks and ngp base
lesions in terms of the trinomial distribution:

n,,) (D.I)

Gligynyy NGy ' Da']=9.6107 + LV SV> Zco o )¥P (5,15,

win < ion

In the gel electrophoresis measurement we are not sensitive at all to the base lesions
therefore we can sum eq. D.1 over all values of ngp.

G nSB ZG nSB’nBD)

ngp=0

V
Z 9 6 10 10 W?nSV> z¢ zon XP(nSB’nBD|n10n) (DZ)
ngp=0 i ion [ g Mo

_ V.
= 96 10 10 *ﬁ2{¢ ion WEOP(HSB’HBD nlon )}

Rion

The sum over npp can be performed analytically. Substituting i, j, n, p and g for ngp, ngp,
Rion, Psp and ppp We get:

570 10)= 3 1] " o <oy <10
(o3[ elal <=0y 3
=('ij(p)” X,i; gX(q)j x(a—q)"”

where i’=i-k and a=1-p. the sum over is simply a binomial expansion

i‘,P (i,/1n)= ?X(p)"X(q—a—q)"'
n n
=} () xa (D4)
k
=| . (p)' x(1-p)
= P(i|n)
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We have shown that in the case where ngp is not known the trinomial distribution of eq.
7.9 can be replaced by a binomial distribution.

D.1.2 In the case of “general lesion” formation

In the bacterial survival measurement we are not sensitive to the partition of the lesions
(base lesions and strand breaks are equivalent) therefore we can sum eq. D.1 over all values of
ngp, replacing nsg=nq,ngp.

GnSB ZG Mo nBD’nBD)

ngp=0

=3 9.610™

ngp=0 Wz < ion

V

:9.610_10 *&Z @ zon ZP( tot nBD’nBD nlon)
Wi <nion >¢, Pion npp=0

Substituting i, j, n, p and g for n,,, ngp, i pss and pgp We get:

S5 (" o ey w0 -0y

]01_ J

=(1—p—Q)'”XZ;(1_ j ( _i.+jJ><(p)i_’><(Q)’

J

> Z(D lon ( tot_nBD’nBD|nion) (DS)

B S (”—l’Jrj)!>< AAY
i e ey Tl G
_ _ _ }’l—i>< I’l! = 1 l'_jx j
=(1-p-9) (n_i)!;(i_j)!(j)! (p)" x(q)

(D.6)
multiply and divide by (i/)
- P —i - ‘ i—j 7
/ZO ~Jdln)=(-p-g)" > Z),Z,Z(l S @) )
. n\ e (1 o .

—(l=p—g) i—j Vi

(1-p-q) X(J;(.(p) x(q) )

(et - <t va)

We have obtained once again the binomial distribution with p replaced with p+gq.

D.2 Resolving the sumineq. 7.13

Eq. 7.13, the yield of DSBs, contains a sum over the number of strand breaks in a cluster:

- - 10724 ion n gy =N Ngp—
[)SB[Gy lD 1] > Zf lon Z(n jpS SB(I pSB) """ h(l_%A 1)

6500 ew< g

ion

(D.8)
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the second sum can be solved analytically. Replacing #;,,, nsp and psz with n, i, and p this
sum is:

R

i=2 \

completing the sum (i.e. adding and subtracting the terms corresponding to i=0, I:

S= g[?]p,«(l )iy )—(g](l ~p) (-1 )—m p(i-p)y(i-1°)

(D.10)
(N i n—i i— n
:Z[ijp’(l—p) (-17)+ (- p) -0
i=0
Expanding the term (1-%")
- n i n—i - n i n—i|qi— n
§=2|  |p'i-p)" - [ijp (- p) [ )+ (- p)
i=0 i=0
~ n i n—i ~ n i n—i 1i— n
=3 -y -3 -y a s 0-0) o
i=0 i=0
< n n—i 4 n l n—i n
=> | |p'(l=p)" -2 ( (ﬁj (1-p)" +(-p)
i=0 l i=0 1 2
The first two terms are just binomial expansions:
c n i n—i < n i n—i n
S=Z(.]pl(l—p) —Q‘,(.]{EJ (1-p)" +(1-p)
i=0 \ ! i\ I\ 2
:(p+1—p)"—2(l—p+§j +(1-p) (D.12)
=1—2(1—£j +(1-p)
2
Therefore:
(N i nfi( li—l)_ 4 ! n
> i p-py I-1")=1-2 -2 +(1-p) (D.13)
i=2
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